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Abstract. There exist new words and error words in Chinese information of 
web pages. In this paper, we introduce our definition of semantic similarity be-
tween sememes and their theorems. On the base of proving the theorems, the in-
fluence of the parameter is analyzed. Moreover, this paper presents a novel 
definition of the word similarity based on the sememe similarity, which can be 
used to match the new Chinese words with the existing Chinese words and 
match the error Chinese words with correct Chinese words. And also, based on 
the novel word similarity, a matching method of information segments is pre-
sented to recognize the category of Chinese web information segments, in 
which new words and error words occur. In addition, the experiment of the 
matching methods is presented. Therefore, the novel matching method is an ef-
ficient method both in theory and from experimental results.  

1   Introduction 

A huge amount of web information exists on the Internet, and the information discov-
ery methods of web pages have been researched to gain the valuable information 
exactly. Semantic matching is a puzzling problem, not only for information discovery 
but also for natural language processing. For example, an ontology search engine [1] 
used vector-matching algorithm, a XML document clustering [2] used the matching 
method to gain the similarity between documents, and a visual speech recognition 
system [3] used the matching method to distinguish a word from other words. 

Since information segments are composed of words, semantic matching of infor-
mation segments is based on the methods of word semantic matching. Methods of 
word semantic matching can be categorized into two groups: the word matching 
methods based on occurrence frequency and those based on conceptual relationship.  
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The former matching methods use the word occurrence frequency in documents or 
the common characters between words to calculate the similarity between words. 
Some of the former semantic matching methods [4][5][6] did not take the structural 
relationship of the lexical taxonomy into consideration.  

The latter matching methods use the word conceptual relationship in the semantic 
network to calculate the similarity between words. As for the semantic network, as-
sume that a lexical taxonomy is structured in a tree like hierarchy with a node for a 
concept, and Rada et al. [7] has proven that the minimum number of edges separating 
concepts c1 and c2 is a metric for measuring the conceptual distance between c1 and 
c2. Their work forms the basis of the relationship-based matching methods. Some 
semantic matching methods [8][9][10][11], considered the conceptual distance in the 
hierarchy of the lexical taxonomy, but did not take into account the conceptual depth 
in the hierarchy of the lexical taxonomy. Furthermore, a word similarity method 
based on different ontologies [12] considered both the conceptual distance and the 
conceptual depth in the taxonomy hierarchy, but had to modify and expand its seman-
tic networks when a new word appeared. 

There exist some problems for Chinese information in web pages. On the one 
hand, the information of web pages is likely to change, and new Chinese words may 
appear with the development of the human knowledge. On the other hand, the infor-
mation of web pages may include error Chinese words led by contrived factors and 
natural factors. For instance, someone propagandizing illegal information inserted 
irrelative Chinese characters into the words to prevent information extraction tools 
from gaining the meanings of the Chinese words. Hence, facing those problems, the 
semantic matching methods should be of the adaptive ability to match the new Chi-
nese words with the existing Chinese words, and be of the semantic tolerance ability 
to gain the correct semantic meanings from the error Chinese words. 

The rest of this paper is organized as follows. In Section 2, we introduce our defi-
nition of semantic similarity between sememes. In Section 3, we introduce and prove 
some theorems on the semantic similarity between sememes, and then analyze the 
influence of the parameter on the base of the theorems. In Section 4, we present a 
novel definition of the word similarity based on the sememe similarity, which can be 
used to match the new Chinese words with the existing Chinese words and match the 
error Chinese words with correct Chinese words. And then, a matching method of 
information segments is presented to recognize the category of web information seg-
ments. In Section 5, the experiment of the matching methods is presented.  

2   Semantic Similarity Between Sememes 

2.1   Sememe Network 

HowNet is an online bilingual common sense hierarchical ontology describing seman-
tic relations between concepts (represented by Chinese and English words) and also 
describing semantic relations between the attributes of concepts [13]. As the most 
basic language unit, one or more Chinese sememes form a Chinese word with some 
certain meanings, one or more Chinese words form a phrase, and one or more words 
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and phrases form a sentence. Each Chinese sememe or word has its own meaning, 
from which the meaning of a phrase or a sentence that contains them originates. So 
there is a tight semantic relationship between Chinese sememes and words. 

From medicinal information in web pages, we extracted the Chinese words about 

medicine, such as a Chinese word “ ”, which means “name of medicine” in 
English. Furthermore, we extracted the sememes from the Chinese words about medi-

cine, such as sememe “ ” and “ ”, which mean “medicine” and “name” respec-
tively in English. Based on the sememes and the Chinese words about medicine, we 
constructed a HowNet—medicine according to the constructional principle of the 
HowNet. HowNet—medicine is a special kind of HowNet for the medicinal informa-
tion, and describes semantic relations between concepts (represented by Chinese 
sememes and words) and also semantic relations between the attributes of concepts. 
The difference between HowNet—medicine and HowNet lies in that the previous one 
is based on Chinese sememes and words. 

2.2   Similarity Function of Sememes 

If we assign “exactly the same” with a value of 1 and “no similarity” as 0, then the 
interval of similarity is [0,1]. The values of argument of similarity function may cover 
a large range up to infinity, so it is intuitive that the similarity function is a nonlinear 
function. Hence, The nonlinearity of the similarity function is taken into account in 
the derivation of the formula for semantic similarity between sememes. 

Sememe Similarity Based on Path Length. Given two sememes seme1 and seme2, 
we need to find the semantic similarity of them. We can do this by analysis of the 
knowledge base, as follows: Sememes are associated with concepts in the hierarchical 
HowNet—medicine. Hence, we can find the first concept in the hierarchical semantic 
network that subsumes the concepts representing the compared sememes. One direct 
method for similarity calculation is to find the minimum length of path connecting the 
two concepts representing the compared sememes. 

Definition 1: Suppose Seme1 and Seme2 are two sememes, and the minimum length 
of path connecting the two concepts representing them is L. Then the sememe similar-
ity based on path length is defined as  

LeLfSemeSemeSim α−== )()2,1(1 1
 . (1) 

where constant α>0 and ),0[ +∞∈L . 

Expanded Sememe Similarity. The depth of the sememe is derived by counting the 
levels from the concept representing the sememe to the top of the lexical hierarchy. 
Sememes at upper layers of hierarchical semantic nets have more general concepts 
and less semantic similarity between sememes than sememes at lower layers. This 
must be taken into account in calculating the sememe similarity. We therefore need to 
scale down Sim1(seme1, seme2) for sememes at upper layers(lower depth) and to 
scale up Sim1(seme1, seme2) for sememes at lower layers(higher depth). Moreover, 
the similarity is constrained to [0,1]. 
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Definition 2: Function f2(h1, h2) is defined as  
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Definition 3: Suppose Seme1 and Seme2 are two sememes, their depths are h1 and h2 

respectively, and the minimum length of path connecting the two concepts represent-
ing them is L. Then the expanded sememe similarity is defined as 
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3   Theorems on the Sememe Similarity 

In order to analyze the parameterβ ’s influence on the expanded sememe similarity, 
we will introduce some theorems. Some functions are defined as follows before intro-
ducing some theorems. 

Definition 4: Function u(h) is defined as 
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Definition 5: Function w(h) is defined as 
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where argument ),0[, +∞∈hβ , and constant d≥0. 

3.1   Theorems and Their Proofs 

Based on those function definitions above, we introduce and prove some theorems as 
follows. 

Theorem 1: The range of the function u(h), defined by the Definition 4, is [0,1]. 
Moreover, if u(ho)≥ a , where a is a constant and ho is a value of the argument h, then 
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Proof: Differentiating u(h) with respect to variable h as follows,  
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Since β>0, it can be obtained that 0>dh
du . That is, the function u(h) is a monotoni-

cally increasing function, which is shown in the figure 1.  

u 
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Fig. 1. The curve of function u(h) 

According to the above conclusion, the function u(h) has the minimum value 0 
when h=0, and has the maximum value 1 when +∞→h . Hence, the function’s 
range is [0,1]. 

Differentiating the derivative of function u(h) with respect to variable h as follows,  
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Since βh>0, it can be obtained that 0≤− − hh ee ββ . 
So 02
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ud , that is to say, the derivative function of u(h) is a monotonically 

decreasing function. 
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This completes the proof. 

Theorem 2: There exist natural number b and c, where b=c/(2β) and 1.54<c<1.55, 
such that the function w(h) defined by the Definition 5 is monotonically increasing 
when ],0[ bh ∈  and is monotonically decreasing when ),( +∞∈ bh . 
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Proof: Differentiating function w(h) with respect to variable h as follows, 
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Let us introduce a new function 
xexxg x −++= − 1)1()( , where x ≥0 . 

(6) 

Differentiating g(x) with respect to variable x as follows, 
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So the function g(x) is a monotonically decreasing function.  
According to the above conclusion, the function u(h) has the maximum value 2 

when x=0, and has the minimum value, a negative infinity, when +∞→x . More-
over, the equation g(x)=0 has an unique solution.  

Suppose the unique solution is c, then g(x)>0 when 0≤x≤c, and g(x)<0 when x>c. 
When x=1.54, g(x)= 0.0045>0. When x=1.55, g(x)= -0.0088<0. So it can be obtained 
that 1.54<c<1.55. 

From equation (5) and (6), it is easily given that  
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Hence, when 0≤2βh<c, it is obtained that g(2βh)>0 and then 0>dh
dw . Moreover, 

when 2βh>c, it is obtained that g(2βh)<0 and then 0<dh
dw . 

Suppose b=c/(2β). Therefore, we can obtain that the function w(h) is monotoni-
cally increasing when ],0[ bh ∈  and is monotonically decreasing when 

),( +∞∈ bh . 

This completes the proof. 

Theorem 3: As to the function v(β, h), defined by the Definition 6, suppose ho is a 
value of the variable h. Then, the function v(β, h) is monotonically decreasing with 
respect to variable β when h=ho and 2βho>c, where the constant c>1.55. 

Proof: Let us introduce the function w(h) from the theorem 2 as follows 
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Differentiating v(β, h) with respect to variable β as follows 
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According to the theorem 2, w(h+d)≤w(h), when h≥c/(2β). 
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So that 

0)()( ≤−+=∂
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β
, when h≥c/(2β). 

Since 2βho>c, it is easy to see that ho>c/(2β). 
Hence, it is obtained that the function v(β, h) is monotonically decreasing 

with respect to variable β when h=ho and 2βho>c 
This completes the proof. 

Corollary 1: Suppose Seme1 and Seme2 are two sememes. Then the range of the 
similarity function Sim2(Seme1, Seme2) =f(f1(L), f2(h1, h2)), which is defined by 
Definition 3, is [0,1], and the similarity function Sim2 is nonlinear. 

Proof: Let h=(h1+h2)/2, then 
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According to the theorem 1, 0≤u(h)≤1, and thus 0≤f2(h1, h2)≤1. 
In addition, 1)(0 1 ≤=≤ − lelf α . 

So that  
0≤f(f1(L), f2(h1, h2))= f1(L)* f2(h1, h2)≤1. 

That is to say, the range of the similarity function Sim2(seme1, seme2) is [0,1]. 
As to the function Sim2(seme1, seme2)=f(f1(L), f2(h1, h2)), the domains of argument 

L, h1 and h2 are ),0[ +∞ . If the function is linear, then Sim2(seme1, seme2) 

+∞→ when +∞→L . This leads to a contradiction, so the similarity function 
Sim2 is nonlinear. 

This completes the proof. 

3.2   Analyses of Parameter β ’s Influence 

Suppose the maximal depth of the semantic network is hmax, then the value of the 
function u(h) for h> hmax, is not significant to the similarity calculating, but the value 

of the function u(h) for ],0[ maxhh ∈ has influence to the similarity calculating. 

Hence, the range of the function u(h) for ],0[ maxhh ∈  should be large enough to be 

close to the interval [0,1], in order to gain better effect of influence. That is to say, the 
value of u(hmax) should be large enough to be close to 1. 

On one hand, the value of u(hmax) should be large enough. In order to make 
u(hmax)> a , according to the theorem 1, the parameter β should satisfy that 
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β . For instance, if a =0.95 and hmax =10, then β≥0.183. 

On the other hand, it is not promised that the larger the value of u(hmax) is, the bet-
ter the parameter β ’s influence effect is. As shown in the figure 1, suppose β2≥β1, 
2hoβ1>c, c>1.55, and d=1. Then the increment of the function u(h) is equals to v(β1, 
ho) (shown in the theorem 3) when β=β1 and h increases from ho to ho+d,. And also, 
the increment of the function u(h) is equals to v(β2, ho) (shown in the theorem 3) when 
β=β2 and h increases from ho to ho+d. According to the theorem 3 and the assume 
β2≥β1, it can be obtained that v(β2, ho)≤ v(β1, ho). Therefore, the larger is the value of 
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β, the smaller is the difference (u(ho+d)-u(ho)). Hence, an excessively large value of β 
can decreases the depth’s influence on the similarity to some extent. 

According to the above conclusion, the parameter β should satisfy that 

a
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ln
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β  and should not be set as an excessively large value, to gain better 

effect of the depth’s influence on the similarity. 

4   Semantic Matching Method Based on Sememes 

4.1   Word Similarity Based on Sememes 

Definition 7: Suppose w is a word, and assume Seme1, Seme2, …, Semen are the 
sememes forming the word w. Then the word w can be denoted by the sememe vec-
tor, which is defined as  

SemeV=(Seme1, Seme2, …, Semen) . (7) 

Definition 8: Suppose Seme is a sememe, and SemeV is a sememe vector (Seme1, 
Seme2, …, Semen). Then the similarity function between a sememe and a sememe 
vector, is defined as  
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where the function Sim2 is defined by Definition 3. 

Definition 9: Suppose the sememe vector of word w1 is SemeV1=(Seme11, Seme12, 
…, Seme1m), and the sememe vector of word w2 is SemeV2=(Seme21, Seme22, …, 
Seme2n). Then the word similarity based on sememes is defined as 
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where |SemeV1| denotes the dimension of the vector SemeV1. 

4.2   The Solution of Matching for New Words and Error Words 

With the development the human knowledge, the new Chinese words are formed by 
the sememes just as the existing Chinese words are, so the new Chinese words can 
also be denoted by the sememe vectors as well as the existing Chinese words. On the 
other hand, the error Chinese words are formed by the sememes just as the correct 
Chinese words are, so the error Chinese words can also be denoted by the sememe 
vectors as well as the correct Chinese words.  

HowNet describes semantic relations between concepts (represented by Chinese and 
English words). Facing the new Chinese words, HowNet cannot give the semantic rela-
tion between the new words and the existing words, and the semantic similarity based on 
words cannot be applied. Hence, in order to calculate the similarity between words, we 
have to modify the HowNet by adding the new words. Moreover, HowNet cannot give 
the semantic relations between the error Chinese words and the correct Chinese words. 
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HowNet—medicine, introduced in Section 2, describes semantic relations between 
concepts (represented by Chinese sememes and words). Facing new Chinese words, 
we can extract the sememes forming the words, gain the semantic relations between 
sememes from HowNet—medicine, and give the semantic similarity between the new 
Chinese words and the existing Chinese words by applying the word similarity func-
tion based on sememes (defined by Definition 9). Facing error Chinese words, in the 
same way, we can give the semantic similarity between the error Chinese words and 
the correct Chinese words. 

4.3   The Matching Method of Chinese Information Segments in Web Pages 

Before recognizing which item an information segment belongs to, we set up a set of 
information items. For instance, the item set of medicine information includes an item 
on medicine name, an item on medicine usage and so on. Moreover, we set up a fea-
ture word set for every information item, and the feature word set is composed of 
some feature words to denote the information item. As shown in figure 2, F1 is a fea-
ture set for the information item item1.  

The sememe-based semantic matching of Chinese information segments includes 
four layers. The first layer is named as word-sememe conversion, extracts the se-
memes from the words in the Chinese information segment and then uses the sememe 
vectors to denote the words. The second layer calculates the semantic similarity be-
tween sememe vectors and the feature words in the feature sets by using Eq.9, and 
then sums the similarities for the same sememe vector and the same feature set. For 
instance, m11 is the sum of similarities for SemeV1 and set F1. The third layer com-
pares the sums of the same feature set. For instance, after comparing m1j, m2j, …, mij, 
…,mpj, yj is set as mij if mij is the largest. The fourth layer combines all components 
and output the vector y=(y1, y2, …,yq). And then, we can recognize which item the 
Chinese information segment belongs to, by judging which component of vector y is 
the largest. 

                          ),...,,( 21 qyyyy =  

Layer4 

 

              y1                  yj              yq   

Layer3                   …                   …    

m11   mi1     mp1        m1j    mij     mpj        m1q     miq    mpq 

Layer2     …     …     …     …    …      …    …     …     

 

 

 

Layer1                 …                    …    

   

 W1           …     W i            …      Wp 

SemeV1 SemeVi SemeVpF1 Fj Fq 

 

Fig. 2. The sememe-based semantic matching of Chinese information segments 
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4.4   Web-MIND System 

We have successfully designed a monitoring system for Chinese medicine informa-
tion in web pages, named as Web-MIND system. It can search, extract and analyze 
the illegal medicine information from the web pages, for the medicine administration 
to monitor the Chinese medicine information in web pages.  

The Web-MIND system is composed of five components, which are search engine, 
segmentation of Chinese words, classification of web pages, information extraction of 
web pages, and matching of information segments. The search engine component 
applies the search engine “google” to search the Chinese web pages about medicine. 
The segmentation component of Chinese words uses a segmentation method of Chi-
nese words based on language situation, which we have presented in the paper [14], to 
segment the Chinese sentences into Chinese words. The classification component uses 
a fuzzy classification method based on feature selection for web pages, which we 
have presented in the paper [15], to filter out all non-medicine web pages. The infor-
mation extraction component extracts the information segments about medicine. The 
matching component of information segments uses the matching method of Chinese 
web information segments, which we present in this paper, to recognize which cate-
gory the information segments belong to. 

5   Experiments 

The Web-MIND system got 930 Chinese web pages on medicine information from 
the Internet. Some new Chinese words and error Chinese words appearing in these 
pages did not exist in both HowNet and HowNet—medicine. After the information 
extraction component of the Web-MIND system extracting the information segments 
about medicine, the Web-MIND system adopted two methods to recognize which 
item the information segments belong to, and compared their accuracies. The two 
methods are a semantic matching method based on words and the semantic matching 
method based on sememes. Here, parameters were set as α=0.2 and β=0.6.  

As shown in table 1, the two methods’ accuracies were compared with respect to 
the category of information segments, which were medicine information about name, 
about efficacy, about caution, about usage and about manufacturer. 

Table 1. The two methods’ results 

Information   Quantity     Method A      Method B 

segments about         Correct Accuracy  Correct  Accuracy 

Name          930    793   85.3%     830     89.2% 

Efficacy        930    774   83.2%     823     88.5% 

Caution        760    629   82.8%     668     87.9% 

Usage         760    641   84.3%     676     89.1% 

Manufacturer   640    544   85.0%     569     88.9% 

Total         4020    3381  84.1%    3566     88.7% 
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On the one hand, the total accuracy of method A was 84.1% while the total accu-
racy of method B was 88.7%. Hence, the method B was more efficient than the 
method A with respect to the total accuracy. 

On the other hand, the max deviation of the method A’s accuracy was equal to 
84.1%-82.8%=1.3%, while the max deviation of the method B’s accuracy was equal 
to 88.7%-87.9%=0.8%. As to the information on efficacy and on caution, in which 
some new words came into being with much probability, the method B was more 
efficient than the method A as shown in the figure 3. Hence, the method B had more 
stable accuracies than the method A. 

According to the above conclusion, the semantic matching method based on se-
memes is an efficient matching method to recognize which item the Chinese informa-
tion segments belong to, especially for the information including some new Chinese 
words and error Chinese words. 

6   Conclusion 

This paper presents a novel semantic similarity between sememes, and analyzes the 
influence of the parameter by introducing and proving some theorems. On the base of 
semantic similarity between sememes, a semantic matching method of Chinese in-
formation segments is presented to recognize which item Chinese web information 
segments belong to, in which new words and error words occur. The semantic match-
ing method is an efficient matching method, by applied successfully to the Web-
MIND system. 
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