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Abstract: This paper addresses the real-timé requirement of
video watermarking and proposes a new improved DEW-based
algorithm, which employs two measufes to improve the DEW
algorithun’s performance. One is using the ratio of energy
difference to total energy Ry to replace energy difference D as
pattern to embed label bits. The other is that the selection of
embedding cut-off index ¢ doesn’t need that both le-subregions
4 and B have enough energy. The experimental results show
that the improved algorithm performs better on watenmark’s
visual quality impact, capacity and robustness than the original
DEW algorithm.
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1. Introduction

As a main method for copyright protection of digital
video data, video watermarking has gradually become a
focus. However, unlike still image, video watermarkmg
technology must meet the real-time requirement™. In
order to meet the real-time requirement, the complexity of
the watermarking algorithm should obviously be as tow
as possibie.

Moreover, if the watermark can be inserted directly
into the compressed stream, this will prevent full
decompression and recompression and consequently, it
will reduce computational needs. This philosophy has led
to the design of very simple watermarking schemes.
However, neatly each compressed’ video watermarking
method has its own disadvamages, such as high
complexity™* low payload, less robustness'™#% and
visual  artifacts® etc. The differential  energy
watermarkin, (DEW)  algorittm  proposed by
LangelaarE *I'seems to overcome these disadvantages and
promising to be the best choice for real-time
watermarking. But its disadvantages -still exist, such as
less robustress. As represented in figure 14 in [10], the

. bit errors can increase to 21% if the video bit-rate is

decreased by 38%.

‘In order to improve the three performance criteria, we

propose two improved measures as follows: .

* Use ratic:of energy difference to total energy Rpto
replace energy difference D as pattern to embed label
bits.

* The sclection of embedding cut-off index ¢ doesn't
need that both /c-subregions 4 and B have enough
energy. Only one of them, 4 or B (whose selection
depends on the sign of the embedded bit), ncn.ds to
have sufficient energy.

. We consider that these measures can improve the
watermark’s robustness, visual quality . impact, and
capacity. In this paper we will present the improved
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scheme and an evalvation of its performance. For
describing easily, we call the improved method as the
IDEW algorithm.

This paper is organized as follows. In Section 1 a brief
introduction to the problem is given and two measures are
proposed to improve the DEW algorithm. In Section 2,
the DEW algorithm is briefly described and the improved
scheme is explained in detail. In Section 3, the
experiment results are presented. In Section 4. the
conclusions are drawn,

2. The Improved DEW algorithm
2.1. Review of the DEW algorithm

The DEW algorithm embeds watermark bits into an
MPEG stream by enforcing energy difference between
certain groups of 8x8 DCT blocks of the I-frames to
represent either a *1” or a *0” watermark bit. The energy
difference is enforced by selectively removing high
frequency components from the DCT blocks.

The fact that a watermark is added only by removing
coefficients has two advantages. One is that the DEW
algorithm has oniy half the complexity of other
coefficient domain watermarking algorithms. The other is
that removing coefficients will always make the
watermarked compressed video stream smaller in size
than the unwatermarked video stream. '

2.2. The Improved DEW algorithm

Comparing with the original DEW algorithm, the
improved method employs two measures. Firstly it uses .
ratio af energy difference to total energy Rpto replace
energy difference D (used in the DEW algorithm) as
pattern to embed label bits. Secondly the selection of
embedding cut-off index ¢ doesn’t need that both /fe-
subregions A and B have enough energy. Only one of
them, 4 or B, needs to have sufficient energy. The
foltowing subsections will give a detailed description.

2.2.1. The ratio of energy, difference to total. In the
extraction procedure of DEW algorithm, to find the cut-
off index, a value of the enforced energy difference D' is
chosen and never changes in spite of any hostile or
nonhostile attack, A label bit cannot be extracted
correctly if the extraction cut-off index is smaller than the
embedding cut-off index (i€., C,ureer < Compes )- L the

reencoding attack happens, some AC-coefficients at high
frequency are quantized to zero. If the value of D
remains unchanged, the extraction cut-off index must be
smaller than the embedding cut-off index. So the
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extraction must result in more bit errors. It could be
testified by Figure 1. which shows the block-average
energy difference calculated by removing the coefficients
of Lena and its attacked copy {(Qualin=10) in one
subregion of each lc-region after cut-off index. Assuming
the number of blocks is 32 and the value of D is set at 6,
the block-average energy difference could be calculated
as 0.19, the cut-off index extracted from the original
image is 34, however the cul-off index extracied from the
attacked copy (O=10) is 8, which may result in bit error.
In order to minimize the bit errors, the extraction cut-
off index must approach the embedding cut-off index.
This can be satisfied if the enforced energy difference D
could be self-adapted in terms of the practical total energy.
However this can be hardly done because the. enforced
energy difference D’ is only chosen once by experience
(1.e.. needs many experiments test in the DEW algorithm).
Considering the total encrgy, we define Ry, as ratio of
energy difference to total energy, so that:
Ry =
E-*L:g +E8|c:u
R, represents what percentage of cnergy should be
enforced in an ic-region. In Figure 2 an example is given
of Ry calculated by removing the coefficients of Lena and
its attacked copy (Q=10) in one subregion of each lc-
region after cut-off index. Although the image is
compressed with very low quality (0=10), the curve still
approaches closely to the origin. If the extraction ratio

R, is chosen as a certain value, the cut-off index
extracted from the attacked copy is very close to that
‘gained from the original image. In Figure 2 if Rp, is set at
0.001. the cut-off index extracted from the attacked copy

is 13. which is only ong less than that gained from the
origin.

D
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Figure 1. Block-average energy difference of Lena
dependent on cut-off index

Using the ratio of encrgy difference to total energy Ry
to replace energy difference D has two advantages, Firstly,
it can avoid the bit errors which are introduced during
embedding process because the image (or I-frame) has
not enough energy conlent to make certain energy
difference. Although the Ratio Rp keeps unchanged, the
enforced energy difference varies in proportion to the

total energy. So the case that the image has insufficient
energy content to make certain energy difference never
occurs. Secondly, it can lower the bit errors which are
introduced during extraction process because of the
distortion of the watermarked frame due to attacks. Using
Ratio Rp can decrease the cut-off index difference
between extracted from the attacked copy and from the

‘original image.
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Figure 2. Ratio of energy difference to total energy of
Lena dependent on cut-off index
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Figure 3. Embedding a label bit in an lc-region of n=2
DCT blocks.

2.2.2. The selection of embedding cut-off index. Inthe
DEW aigorithm, the cut-off index ¢ is dependent an the
energy difference. Its selection needs that both subregions
4 and B have energy larger than the required difference D,
as that:

e(Cpin .1, D) = max{c,,, ,max{g € {1.63}|

(E4(g.n) > D) & &(Eg(g.n) > D)}}
The key issue of the selection is keeping the energy
difference between subregion 4 and B larger than the
desired difference. But it doesn’t really need that both
subregions have energy larger than the required
difference D. Qur selection of cut-off index is presented
as

IF (b=0) THEN
Al min D) =max §p, max g €063 |(E (g.m> DY)}

)
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ELSE -
#C i 1 D) = max b, max g € 063} |(Eglg, M) > D)}
' 3)
These can also meet the desired difference. The extraction
cut-off index could be found according to Eq. (4), which
is the same as the DEW algorithm,
T, ) = max {maxg € 63} | E,(g.m)> D},
maxg efl,63 | Eg(g,m)>D'}}
The new embedding method has the same effect on the
robustness as the DEW method, but it performs better on
visual quality impact. This can be testified by the
following example, which is illustrated in Figure 3. If the
embedded bit 15 1, for the DEW spethod. the embedding
cut-off index is 35. while for the improved method, the
embedding cut-off index is 36.

)

2.2.3. The embedding & extraction procedure. The
embedding process is described as the following steps:
1Y  Shuffle all luminance DCT blocks of an image or
I-frame pseudorandomly :
2)  Choose some global Parameters (Rp, 1)
3) Forall label bits b; in label string L Do
¢ The n blocks constitute an le-region. Choose
/2 blocks to constitute A-subregion, another
1/2 to constitute B-subregion
* Calculate the practical cut-off index ¢ for each
lc-region:
IF (b=0) THEN
Al DYy =max b maxg € {063} |(E,(g.m> Dy} }
ELSE
eyt D) =max . max g e {063} [(Eglg,n)> D)} }
where D =Ry, x(E,| _, +Ep|,_o)-
IF (b; =0) THEN discard components of area B in
S(c); TF (b, =1y THEN discard components of
area A4 in .5{c)
4) Shuffle all luminance DCT blocks back to their
original locations
The extraction process is described as the following
steps:
1) Shuffle all 8 x8 luminance DCT blocks of an
image or I-frame pseudorandomty
2)  Choose th: extraction ratic R
3) Forall label bits &, in label string Do
* The » blocks constitute an lc-region. Choose
n/2 blocks to constitute A-subregion, another
n/2 to constitute B-subregion
* Calgulate the practical cut-off index ¢ for each
le-region:
€ eumrackt’, [ Y= max {maxgd € {163} E (g, m>D'},
max g € {163} | Ez(g,m >D'}}
where D =Ry, x(E4f _, +Ep| )
* Calculate number difference:
Dl = EA (cexzmcr.-") - EB (cex{rcx:r! H)
IF (D" > 0) THEN =0 ELSE b~1.

3. Experiment and discussion

We test the IDEW algorithm (o see ils perfortnance in
terms of watermark’s visual quality impact, capacity and
robustness. The “flower-garden” video sequence is used
as test sequence. The sequence lasts 5 seconds, has a size
of 352x240 pixels, is coded with 30 fps, has a GOP-
length of 15 and contains P-, B- and I-frames. This
sequence coded at different bit-rates (148, 222, 278, 314,
389, 518, 667, 833, 1000, 1055 and 1148 kbit/s) is used
for all experiments in the following parts. For the DEW
algorithm, the embedding enforced energy difference is
set at 21315 (i.e., D=21315), the minimal cut-off point is
set at 6 (i.e., Cn;=6) and the extraction enforced energy
difference is set at 533 (i.e. D=533). For the IDEW
algorithm, the embedding ratio of energy difference to
total energy is set at 0.002 (ie, Rp=0.002), the
minimal cut-off point is set at 6 (i.c., C,,=6) and the
extraction number difference ratio is set at 0.00005 (ie..
Rp, =0.00005).

The visual quality is assessed objectively by
calculating the time-averaged PSNR value. The PSAR
curve of the IDEW algorithin is above the curve of the
DEW algorithm. An example of such behavior of the
PSNR curves is shown in Figure 4. For the IDEW
algorithm, the embedding ratio of energy difference to
total energy is set at 0.002 (ie., Ry, =0.002), For the

DEW algorithm, the Enforced energy difference is
calculated by eq. (5).

D=Rp x(Ey| o +Ep|,_) 3}
Figure 4 shows that the IDEW algorithm performs better
in visnal quality than the DEW algorithm.

The watermark capagity is determined by the number
of 8x8 DCT blocks that are used to embed one label bit.
The label bit-rate is in inverse proportion to #. Doubling n
could halve the label bit-rate. As » increases, the value of
PSNR increases too, and the watermark is more robust (i.e.
less Bit errors). The results of the experiments are
presented in Table 1. It shows the algorithm could get a
high PSMR (above 37.5db) when the number of blocks is
set above 16. To compare with the DEW algorithm. we
applied the IDEW algorithm to the sequence coded at
different bit-rates. The result is listed in Table 2. It
appears that the IDEW have better performances in both
label bit-rate and bit errors. The IDEW algorithm could

_ get a double label bit-rate, but introduces fewer bit errors.

We test the watermark robustness by reencoding the
watermarked stream at a lower bit rate and measuring the
Bit Errors of the watermark. The sequence is encoded at
1.148 Mbit/s and watermarked. Hereafter, the
watermarked video sequence is transcoded at differemt
lower bit rates. The bit errors introduced by decreasing
the bit-rate are represented in Figure 5. Although having a

double label bit-rate of the DEW algorithm, the IDEW

algorithm performs much better on robustness. If the
video bit-rate is decreased to 833 Kbit/s, about 17% label
bit errors are introduced by DEW, while only 10.8% by
IDEW. As the bit-rate decreases, the gap between bit
errors introduced by DEW and that by IDEW widens
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more, As the bit-rate decreases below 667 Kbit/s, the
. DEW algorithm could hardly extract the label bits.

Table 1. Time-averaged PSNR, percentage label bit
errors and label bit-rate for “flower-garden” coded at
1.148Mbit/s, when Number of blocks per bit is set
different value.

T-4v PSNR % Bit errors Label

" |'iDEw | DEW |IDEW]| DEw [bit-rate(kbitss)
30.78 | 3026 | o | 4000 0.656

8 | 3408 | 3339 | 242 [ 697 0,328

16| 3752|3525 | o | 48s 0.164

32 | 3813|3745 | 0 0 0.082

64 | 3981 | 3876 | 0 0 0.040

128 | 3994 | 3865 | © 0 0.020

Table 2. Number of blocks per bit, number of bits
discarded by the watermarking process, percentage label
bit errors and label bit-rate for the sequence coded at
difierent bit-rates. Watermarked using the IDEW algorithm
and the DEW algorithm :
Video " - Discarded % Bit Label bit-
bit-rate bits(kbit/s) errors rate(kbit/s)
(kbit/s)| IDEW | DEW | IDEW | DEW | IDEW | DEW | IDEW | DEW

174 | 32 132 122 |58 00 }41.5]0.082]0.082

261 | 32 [ 32132 190 00 [21.9{0082{0.082
32 | 32164 (142 00 | 24 10.082]0.082
16 132 ;66 |142]122 (24 0.164]0082
630 16 § 32 [ 178 [254) 0.0 | 0.0 }0.164{0.082
1148 | 16 132 [ 86 188 1] 00 [ 0.0 10.16410.082

366

PSR (2]

o I ST Y
Hrame

Figure 4. PSNR of first 10 l-frames in watermarked

“flower-garden” video

4, Conclusion

In our work, two measures are proposed to improve
the DEW algorithm’s performance. We have presented
the results of our investigation on the performance of the
inproved algorithm and the original DEW algorithm in
three performance criteria, namely payload, robustness
and visual quality. Based on these results we can draw the
conclusion that the improved algorithm performs better

on watermark’s visual quality impact, capacity and
robustness than the DEW algorithm, d

A0

% Bt erroes
Car
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Ladel Dirate 0.164 kbit's

Fi I el N 8 P oy
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Video bitrate (kit's)

Figure 5. Bit errors after transcoding a watermarked
1.148 Mbit/s *flower-garden” video sequence at a lower
bit-rate, watermarked using the IDEW algorithm and the
DEW algorithm.
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