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0　Int roduction

I
n many semantic interoperability applications , ontology
mapping is the first step to be resolved[1 ] . If we want to

get exact mapping information , we need to deal with the prob2
lem of uncertainty[2 ] .

Uncertainty becomes more prevalent in concept mapping
between two ontologies. Semantic similarities between con2
cepts are difficult to represent logically , but can easily be re2
presented probabilistically. This has motivated recent develop2
ment of ontology mapping taking probabilistic approaches ,
such as Gay and Lesbian University Employees ( GLU E) and
Ontology Mapping Enhancer (OMEN) [325 ] . However , these
existing approaches fail to completely address uncertainty in
mapping.

The work reported in this paper involved in a number of
significant ways , in which uncertainty in ontology mapping
can be dealt with properly. Our system framework consists of
three components : ①an ontology encoding module to change
the raw ontology to a ontology with probability ; ②a transi2
tion part to translate given ontologies into Bayesian networks
(BNs) ; ③a concept mapping module that takes a set of raw
similarities learned from domain knowledge or given by ex2
perts as input and then finds mappings between concepts from
two different ontologies based on evidential reasons across two
BNs can be found.

1　Tec hnology Background

1. 1　We b Ont ology Langua ge
Web Ontology Language (OWL) is designed to be utili2
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zed by users who need to process the content of informa2
tion instead of just presenting information to humans.
OWL facilitates have greater machine interpretability of
Web content than that supported by Extensible Markup
Language ( XML ) , Resource Description Framework
(RDF) and Resource Description Framework Schema
(RDFS) by providing additional vocabulary along with a
formal semantics[6 ] .
1. 2　Ba yes ian Network

Generally , a Bayesian Network (BN) of n variables
consists of a Directed Acyclic Graph (DA G) of n nodes
and a number of arcs. Nodes X i in a DA G correspond to
random variables , and directed arcs between two nodes
represent direct causal or influential relations from one
variable to the other[7 ] . The uncertainty of the relation2
ship is represented by the conditional probability table
(CPT) P( X i | Ti ) associated with each node X i , where
Ti is the parent set of X i . Under a conditional independ2

ence assumption , the joint probability distribution of X =
{ X1 , ⋯, Xn } can be factored out as a product of the

CPTs : P( X = x) = ∏
n

i =1
P( xi | Ti) .

1. 3　It e rative Prop ortional Fitting Proce dure (IPFP)

For a given distribution Q0 ( x) and consistent con2
straints R , IPFP converges to Q3 ( x) that is a projection
of Q0 on R. This is done by iteratively modifying the dis2
tributions according to the following equation , each time
using one constraint in R :

Qk ( x) = Qk- 1 ( x) · Ri ( y)
Qk- 1 ( y)

(1)

　　Where m is the number of constraints R , and i =
( ( k - 1) mod m) + 1 determines the constraint used at
step k[8 ] .

2　Enc oding Proba bilities in OWL

In our approach , OWL is extended to augment
probability information. These probabilities can be either
provided by domain experts or learned from Web data as
described in the previous section.

For a concept class C and its parent concept class set
SC , two probabilities are as follows :
①Prior or marginal probability P( C) ;
②Conditional probability P ( C| OC ) where OC Α

TC , TC≠Á , OC≠Á .
To add such uncertainty information into an existing

ontology , we should treat probability as a kind of re2

source , two OWL classes (“PriorProb”,“CondProb”)
are augmented[9 ] .

A probability with the form P( C) is defined as an
instance of class“PriorProb”, which has two mandatory
properties :“hasVarible”and“hasProbValue”.

For example , P ( C) = 0. 8 , the prior probability ,
which is an arbitrary individual belongs to class C , can be
expressed as follows :
〈Variable rdf : ID =“C”〉
　〈hasClass〉C〈/ hasClass〉
　〈hasState〉True〈/ hasState〉
〈/ Variable〉
〈PriorProb rdf : ID =“P( C)”〉
　〈hasVariable〉C〈/ hasVariable〉
　〈hasProbValue〉0. 8〈/ hasProbValue〉
〈/ PriorProb〉

A probability with such a form is defined as an in2
stance of class“CondProb”, which has three properties :
“hasCondition” ,“hasVariable”and“hasProbValue”.

The range of properties“hasCondition”and“hasVari2
able”is a defined class named“Variable”, which has two
properties :“hasClass”and“hasState”.“hasClass”points
to the concept class about this probability and“hasState”
gives the“True”(belong to) or“False”(not belong to)
state of this probability.

3　S ys te m Fra mew ork

3. 1　Enc oding and Pre2Proces sing
In our framework , the resource and target ontology

should be encoded into a new ontology with probability
information. The information can be obtained by learning
from Web ontology information or being defined by ex2
perts. After this encoding module , the ontology with
probability has to be checked through syntax checker and
semantic checker , then can be translated to BNs.
3. 2　St ructural Trans lation

A set of translation rules is developed to convert an
OWL ontology into a DA G of BN.

The general principle underlying these rules is that
all classes are translated into nodes in BN , and an arc is
drawn between two nodes in BN , if the two correspond2
ing classes are related by a“predicate”in the OWL
file[10 ] , with the direction from the superclass to the sub2
class. Control nodes are created during the translation to
facilitate modeling relations among class nodes that are
specified by OWL logical operators , and there is a con2
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verging connection from each concept nodes involved in
this logical relation to its specific control node. There are
five types of control nodes in total , which correspond to
the five types of logical relations : They are :“and”(owl :
intersectionOf) ,“or”(owl :unionOf) ,“not”(owl :com2
plementOf ) ,“disjoint”(owl : disjointWith) and“same
as”(owl :equivalentClass) .
3. 3　Cons t ructing Conditional Proba bilit y Ta bles

The nodes in the DA G obtained from the structural
translation step can be divided into two disjoint groups :
XR , nodes representing concepts in ontology , and XC ,
control nodes for bridging logical relations. The CPT for
a control node in XC can be determined by the logical re2
lation it represents so that when its state is“True”, the
corresponding logical relation holds among its parent
nodes. When all the control nodes’states are set to
“True”(denote this state as CT) , all the logical relations
defined in the original ontology are held in the translated
BN[11 ] . The remaining issue is then to construct the
CPTs for each node in XR so that P( XR | CT) , the joint
distribution of all regular nodes in the subspace of CT.

Based on this structural translation rules , there are
five types of control nodes corresponding to the five logic
operators in OWL. They are“Complement”,“Disjoint”,
“Equivalent”,“Intersection”and“Union”. Their CPTs
are determined by the logical relation among its parent
concept class nodes , which are to be specified later.

Figure 1 below is a BN translated from a simple on2
tology. In this ontology ,“Animal”is a primitive concept
class ;“Male”,“Female”,“Human”are subclasses of
“Animal”;“Male”and“Female”are disjoint with each
other ; “Man” is the intersection of “Male” and
“Human”;“Woman”is the intersection of“Female”and

Fig. 1　A translation example

“Human”; “Human” is the union of “Man” and
“Woman”. The following probability constraints are at2
tached to :
XR = {Animal , Male , Female , Human , Man , Woman}
XC = {Disjoint , Intersection , Union}

P(Animal) = 0. 50 ; P(Male| Animal) = 0. 50 ;
P(Female| Animal) = 0. 48 ; P( Human| Animal) =

0. 10 ;
P( Man | Human) = 0. 49 ; P ( Woman | Human) =

0. 51.
3. 4 　Imp rove d2It e rative Prop ortional Fit ting Proce2
dure

The issue is to construct CPTs for the regular nodes
in XR so that P( XR | CT) , the joint probability distribu2
tion of all regular nodes in the subspace of CT , is con2
sistent with all the given prior and conditional probabili2
ties attached to the nodes in XR . To address these issues ,
we developed an algorithm (I2IPFP) to approximate these
CPTs for XR based on the IPFP.

First we divide constraints into two types. Ri ( y) is
said to be local if Y contains nothing else except one vari2
able X j and zero or more of its parents. Otherwise ,
Ri ( y) is said to be non2local. How to deal with local and
non2local constraints in I2IPFP is given in the next two
subsections.
①Local constraints

Suppose Qk- 1 = ∏
n

i =1
Qk- 1 ( xi | Ti) . Consider a local

constraint Ri ( y) = Ri ( x j , z j Α Tj ) . Since it is a constraint
only on x j and some of its parents , updating Qk - 1 ( x) by
Ri ( y) can be done by only updating Qk - 1 ( x j | Tj ) , the
CPT for x j , while leaving all other CPTs intact .

Since Qk - 1 ( x j | T j ) is an conditional distribution on
x j , Qk - 1 ( x j | Tj ) Ri ( y) / Qk - 1 ( y) is in general not a
probability distribution , and thus cannot be used as the
CPT for X j in Qk ( x) . This problem can be resolved by
normalization. The update rule becomes :

Qk ( y | s) = Qk- 1 ( y | s) · Ri ( y)
Qk- 1 ( y)
·αk

Qk ( x l | Tl) = Qk- 1 ( xl | Tl) Π xl | y

(2)

where

αk = ∑x j
Qk- 1 ( x j | T j ) ·

Ri ( y)
Qk- 1 ( y)

(3)

　　Since only the CPT for Xj is changed , this rule leads to

Qk ( x) = Qk ( x j | Tj ) ·∏
l≠j

Q k- 1 ( x l | Tl) (4)

　　Therefore Qk ( x) is consistent with G0 , it satisfies

4311



Wuhan University J ournal of Natural Sciences 　Vol. 11　No. 5　2006

the structural constraint .
②Non2local constraints
Now we generalize the idea of rule (2) to non2local

constraints. Without loss of generality , consider one such
constraint Ri ( y) where Y spans more than one CPT. Let
multiply all CPTs for variables in Y , one can construct a
conditional distribution

Q′k- 1 ( Y | S) = ∏
X j ∈Y

Q k- 1 ( x j | Tj ) (5)

　　With equation (5) , we define
Q′k- 1 ( x) = Qk- 1 ( x)

= Q′k- 1 ( y | s) ·∏
X l | Y

Q k- 1 ( x l | Tl ) (6)

　　Now Ri ( y) becomes local to the table Q′k - 1 ( y| s) ,
we can obtain Q′k ( x) by obtaining Q′k ( y | s) using the
Eq. (2) for local constraint .

Q′k ( y | s) = Q′k- 1 ( y | s) · Ri ( y)
Q′k- 1 ( y)
·αk

Q′k ( xl | Tl) = Q′k- 1 ( xl | Tl) Π xl | y

(7)

　　Next , we extract Qk ( x j | Tj ) for all X j ∈Y from
Q′k ( y| s) by Qk ( x j | Tj ) = Q′k ( x j | Tj ) .

The process ends with :

Qk ( x) = ∏
X j | Y

Q′k ( x j | T j ) ·∏
X l | Y

Q k- 1 ( x l | Tl ) (8)

　　Update of Qk - 1 ( x) to Qk ( x) by Ri ( y) can be seen
to consist of three steps :

a) get Q′k - 1 ( y| s) from CPTs for X j ∈Y by Eq. (5) ;
b) update Q′k - 1 ( y| s) to Q′k ( y| s) by Ri ( y) using

Eq. (7) ;
c) extract Q′k ( x j | Tj ) from Q′k ( y| s) by Eq. (8) .
Comparing Eqs. (5) , (7) and (8) , this procedure of

I2IPFP amounts to an iteration of a local IPFP on
Q′k - 1 ( y| s) .
③Algorithm I2IPFP

I2IPFP ( N0 ( X) , R = { R1 , R2 , ⋯, Rm} ) {

Step 1　Q0 ( x) = ∏
n

i =1
Q0 ( xi | Ti)

Step 2　{
　　i = ( ( k - 1) mod m) + 1 ;
　　If Ri ( y = ( x j , z j Α Tj ) ) {

Qk ( x j | Tj ) = Qk- 1 ( x j | T j ) ·
Ri ( y)

Qk- 1 ( y)
·αk ;

Qk ( xl | Tl) = Qk- 1 ( x l | Tl) Πl ≠ j ;
　　}
　　{

Q′k- 1 ( y | s) = ∏
X j ∈Y

Q k- 1 ( x j | Tj ) ;

Q′k ( y | s) = Q′k- 1 ( y | s) · Ri ( y)
Qk- 1 ( y)
·αk ;

Qk ( x j | Tj ) = Q′k ( x j | Tj ) Π x j ∈ y;
Qk ( xl | Tl) = Qk- 1 ( xl | Tl) Π x l ∈ y;

Qk- 1 ( x j | Tj ) = Qk ( x j | Tj ) Π x j ;
　　}
　　k + + ;
　}
　　Step 3　Return N 3 ( X) .

}

4　Exp erime nt

4. 1　Analys is of Algorit hm Efficie nc y
① IPFP
The computation of IPFP is on the entire joint dis2

tribution of X at every iteration. Roughly speaking ,
when Qk - 1 ( x) is modified by constraint Ri ( y) , Eq. (1)
requires to check each entry in Qk - 1 ( x) against every en2
try of Ri ( y) and make the update if x is consistent with
y. The cost can be estimated as O(2n×2| Y| ) .
② I2IPFP
The moderate sacrifice for I2IPFP is rewarded by a

significant saving in computation. Since Ri ( y) is now
used to modify Q′k - 1 ( y | s) , not Qk - 1 ( x) , the cost for
each step is reduced from O(2n ·2| Y| ) to O(2| s| + | y| ·
2| y| ) where O(2| s| + | y| ) is the size of CPT Q′k - 1 ( y| s) .
The saving is O(2n - | s| + | y| ) .
4. 2　Comp aris on of IPFP a nd I2IPFP

We choose different numbers of the BN structure’s
nodes , and record the executive time by the different al2
gorithm IPFP and I2IPFP. The experiment’s result is giv2
en in Fig. 2.

Fig. 2　Comparison of execute time
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The experiment’s result shows that the efficiency of
IPFP precedes that of I2IPFP when the number of nodes
is small , on the contrary the efficiency of I2IPFP excels
that of IPFP when the number of nodes exceeds the criti2
cal value , and the larger the number is , the more effec2
tive I2IPFP is.

5　Conclusion

In this paper we present research on probabilistic
extension to OWL. We have defined new OWL classes
that can be used to markup probabilities for classes in
OWL files. We have also defined a set of rules for trans2
lating OWL ontology taxonomy into DA G and provided a
new algorithm I2IPFP to construct CPTs for all the regu2
lar nodes. The translated BN is associated with a joint
probability distribution over the application domain con2
sistent with given probabilities. Finally we validate our
method by doing experiments , and give a comparison of
the algorithm IPFP and improved one I2IPFP.

In the future we are going to work on improving
efficiency of the algorithm continually to satisfy the in2
creasing number of nodes.
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