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Abstract : One of important reasons caused low predi-
son was presented , which was due to inaccurate express of
the query. S a new method of automatic query expanson
based on tolerance rough was put forward. In the ago-
rithm, the uncertain connection between query terms and
retrid documents was described as term tolerance dass.
The upper goproximation set of query sentence was consd-
ered as query expanson. The new additiond terms were
a0 given weight numbers. The results of experiment on
oollection of Google 5 000 Web pages showed that the gp-
proach was dfective on query expanson and high search
predison was gained.
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O Introduction

earching the web is not dways 9 success Ul as users expect.

Mog of the retrieved sets of documents in a web search
meet the search criteria but do not satify the user’ s needs. One
crudd reaonisthat users generaly lack of gedfidty in the for-
mulation of the queries. Some causes of this are that mog of the
times, the user does not know the vocabulary of the topic, or que-
ry terms do not come to user’ s mind at the query moment.

One posshle solution to thisproblemis the process known as
query expangon or query reformulation. After the query processis
performed , new terms are added to and/ or removed from the query
inorder to improve the results, i.e. , to dscard uninteresting re-
trieved documents or to retrieve interesting documents that were
not retrieved by the query. A good review of the topicin theinfor-
metion retrieva can be found™ .

The purpose of thiswork isto provide a sysem with a que-
ry expanson based on rough set technologies. The rough st
model was proposed by Pawlak in the early 1980s. It is an exten-
don of standard set theory that supports goproximationsin ded-
don making. The main god of rough st andyssisto synthesze
approximation of conceptsfrom the acquired datal® . It has been
success ully gpplied in various tasks, such as feature selection/
extraction, rule synthes s and dassfication' . The query expan-
gon takesinto account the degree of importance of termsin the
representation of documents. And the method is good to compre-
hend and easy for gpplications.

1 Traditional Expansion Query in VSM

In this section the vector gpace modd is xplained, whichis
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the bass of our work. Essentid parts of this modd are
the representation of documents and queries, a scheme
for weghting terms, and an gopropriate metric for calcu-
lating the gmilarity between a query and a docu
ment!*?),
1.1 Representation of Documents and Queries
The task of document retrieva is to retrieve docu-
ments that are relevant to a given query from afixed set
of documents, i.e. adocument database. A common way
to deal with documents, as well as queries, is to repre-
sent them usng a set of index terms (smply caled
terms). Inthefollowing, ti(1<i<m and dj(1<j<n
represent a term and a document in the collection repec
tivdy , where misthe number of termsand nisthe nunr
ber of documents.
dj = (le yWoj, o, Wij ,ij) (1)
where w;; isthe weight of aterm tiinadocument di. A
query is likewise represented as:
O = (Wi, Wek, Wik, ,Wnk) (2
where wik is the weight of a term t in a query o,
(1<k< K, Kisthe number of query.
1.2 Weighting Schemes
In our work , we used the most digtributed wegh-
ting scheme: the sandard normalized formula is defined
asfollows:
wij = fjj ><Iog(nl pi) (3)
where f; isthefrequency of the term ti occuring in docu-
ment d; , and pi is number of documents in corpus in
which term ti occurs.
1.3 Similarity Measurements
The result of the retrievd is represented asalist of
documents ranked according to their Smilarity to the que-
ry. The sdection of a smilarity functionisafurther cen
tral problem having deciSve dfectson the performance of
an IR sysem. A common dmilarity function in text-
based IR systemsisthe cosne metric S(d;, 9 .
di- g
(A9 =31 gl “)
where Tindicates the trangpose, d; isa document and q
isaquery vector, I * Il isthe Euclidean norm of a vec-
tor.
1.4 Reformulation of the Query
Query expanson tries to reformulate the initial user
query in a way that the query moves nearer to the rele-
vant documents. This incdludes methods that modify
weghts of the query terms and add new terms. These
new terms may be found from generally available online
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thesauri or from feedback document.

Someone suggested a method for relevance feedback
that uses average vectors (centroids) for each et of rele-
vant and irrdevant documents®. The new query is
formed as a weighted sum of the initid query and the
centroid vectors. Formaly the reevance feedback is de-
fined asfollows: Let qbe theinitid query and nu be the
amount of relevant and n. be the amount of irrelevant
documents. Then the new query qisformed by[5] ;

_ 1
q_q ZﬂlD' -nzmrrZ/amlD'

The relevancefeedback of the previous section sup-
plies good results but it has a cruda dsadvantage. It
needs user feedback. However thisisvery hard to get in
red IR Systems because only few users are willing to do
the job of assessng documents. Oneideato smulate this
explidt user feedback isto rely on the performance of the
IR sysem and to postulate: The best n of the ranked
document list are relevant. These are used as postive
feedback for the relevance feedback method. It may be
possble to postulate: The last e documents are irrelevant
and use them as a negative feedback. Experimentd re-
sults have shown that postive feedback , i. e. marking
only relevant documents, is generaly better than usng
postive and negative feedback. For amply and practica-
ly, we only congder the n top return pages for postive
feedback

2 Rough Set and Tolerance Rough Set

The classcd rough st theory is based on equiver
lence relation that divides the universe of objectsinto dis
joint classes®®

Condder a norrempty set of object U caled the uni-
verse. The centra point of rough set theory isthe notion
of st goproximation: any st in U can be gpproximated
by its lower and upper goproximation. Origindly, in or-
der to define lower and upper approximation we need to
introduce an indiscernibility relation: RSU xU (where R
can be any equivaence rdation, whichis reflexive, symr
metric, trandtive.). For two objects x,y U, if xRy
then we say that x and y are indiscernible from each oth-
er. Theind scernibility relation Rinduces a complete par-
tition of universe U into equivaent classes [ x]r, x U.
We define lower and upper approximation of set X, with
regards to an gpproximation gpace denoted by A = (U,
R , regectivdy as:
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Lr(X) ={x UJH(x,X) =1} (6)
Ur(X) ={x U|H(x,X) >0 (7
whereM x (x, X) :L[l_x[]')ﬁl’.

Intuitively , X lower gpproximation contains objects
that certanly belong to our concept while upper
goproximation contains objects that may belong to our
concept.

Practicaly , for some goplications, the requirement
for equivaent relation has showed to be too strict. And it
must be extended. For example, let uscongder a oollec
tion of sdentific documents and keywords describing
those documents. It isclear that each document can have
svera keywords and a keyword can be asodated with
many documents. Thus, in the universe of documents,
keywords can form overlgpping classes. By rdaxing the
relation R to atolerance relation , where trangtivity prop-
erty isnot required, a generaized tolerance paceisintro-
duced below!® ™!,

Let 1:U - P(U) to denote a tolerance relation, if
andonlyif x I(x) for x Uandy I(x) <x I(y)
for any x,y U, where P(U) are st of dl subsetsof U.
Thus the relation xly <y |(x) is a tolerance reation
(i.e. reflexive, symmetric) and I1(x) is a tolerance dass
of x. To define the tolerance rough membership function
Mivas:x U,XCU,

Miv(x, X) = v(I(x,X) = LL(X)_D—X‘Ll 1 | (8

The tolerance rough set for any X €U are then de-
fined as

3 Query Expansion Based TRSM

Tolerance Rough Set Model (TRSM) was developed
as bagsto modd documents and termsin information re-
trievd , text mining, etc. With its ability to ded with
vagueness and f uzziness, tolerance rough set seems to be
apromgng tool to modd relations between terms and
documents. In many information retrieval problems, es
pecidly in query expanson, defining the relation (i. e.
dmilarity or dstance) between document-document
termr-term or term-document is essential. The application
of TRSM in query expanson was proposed as a way to
enrich term representation with the hope of improvement
information retrieval .
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3.1 Tolerance Space of Term

In TRSM , the tolerance gaceis defined over a uni-
vereof dl index termsU = T={t &, ,tm}

Theideaof query expandon isto capture conceptu
aly related index terms into classes. For this purpose,
the tolerance relation | is determined as the co-occurrence
of index termsin al documentsfrom set D. The choice
of co-occurrence of index terms to define tolerance rela
tion is motivated by its meaningful interpretation of the
semantic relationin context of IR and its relatively Smple
and fident computation.

3.2 Tolerance Class of Term

Let fo(ti,t;) denotes the number of documentsin
D in which both terms ti and t; occurs. The uncertainty
function 1 with regards to threshold8 is defined as b (1)
={t| fo(ti t) >0} Y{t}

Clearly, the above function satidies conditions of
being reflexive:ti b (t;) and symmetric:t; b (ti) <%

b(t) forany ti,t; T. Thus, b () isthe tolerance
cdassof index term t.

In context of Information Retrieva , a tolerance class
represents a concept that is characterized by termsit conr
tans. By varying the threshold® (e. g. rdativey to the
sze of document collection) , one can control the degree
of relatedness of wordsin tolerance classes.

The membership functionp for t and gq,q={t,t,

&} ,qS Tisthen defined as:
ped = v ).q = S

Hnaly, the lower and upper gpproximations of any
subset q< T can be determined with the obtained toler-
ance relation regectivey as:

Lr(g ={t T| v(b(t),9 =1} (12)
Ur(Q = {t T| v(b(t),9 > 0} (13)

For example, the upper tolerance of query” fuzzy

and rough st” is shown if Table 1.

Table 1 Tderance dasses generated from sippets of query* fuzzy
and rough st” with co-cocurrence threshdd® st to 7

Term Tolerance class

Fuzzy Fuzzy , knowledge, applications, rough
Rough Rough, computing , data, granular , fuzzy
Computing Computing, data, rough

Disoovery Disoovery , knowledge

Data Data, computing, granular , rough
Knowledge  Knowledge, discovery, applications, fuzy
Applications  Applications, knowledge, fuzzy

Granular Granular , data, rough
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3.3 Expansion the Query on Tolerance Class of
Term

With TRSM , the am is to enrich representation of
query by taking into congderation not only terms actualy
occurring query but d<o other related terms with smilar
meanings. A" richer” representation of query can be ac-
quired by representing query as set of tolerance classes of
termsit contans. Thisisachieved by Smply representing
query with its upper gpproximation. Let q={t,tz,
t} beaqueryonDand ti,t2, ,t Tareindex terms
of D.

Ur(Q = {t T| v(b(t),9 >0} (14)

3.4 Weighting Scheme for Query Expansion

To assgn weight valuesfor query’ s vector , generd-
ly the same 1 is used for query term. But the termin the
query is not of the same importance. Clearly, the terms
in the lower gpproximation of query are more important
than the other. Therdore, the terms in the lower gp-
proximation of query may be assgned 1 while the terms
in query’ s upper goproximation but not in the lower ap-
proximation may be asigned the tolerance membership.
The extended weighting scheme is defined as below and
should be normalized.

1, ift  Lr(9
wi =y v(b(t),9 .,ifti Ur(9 - Lr(g (15)
0, other

3.5 Tolerance Class Generation Algorithm
Input  F—document-term frequency matrix ,8 —eo-
occurrence threshold
Output ~ T—term tolerance binary matrix defining
tolerance dasses of term
Sep 1  Cdculate a binary occurrence matrix C
based on document-term frequency matrix TF asfollows:
C=[cj]nxm Where
1, if fiy >0
Gi =
0, other
Each column in Cis a hit vector representing term
occurrence patternin a document 1 hit is set if term oc
cursin a document.
Sep 2 Congruct term co-occurrence matrix B =
[be.y]mxm asfollows:
by = P(Qx] AND Cy]) (17)
where ( x], C[ y] are pairs of term x, y hit vectorsin
the Cmatrix, AND isa binary AND between hit vectors
and Preturn cardinaity number of bits set —ef a hit vec-
tor, bx.y is the co-occurrence frequency of term x and y.
Sep 3  Gven a co-occurrence threshold® |, a term
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(16)

tolerance binary matrix T=[tx,y]mxm Can be easly con-
dructed by filtering out cells with values smaler than
if by >0

threshol dO :
txy = L
“Y7 10, other

Each row in the resulting matrix forms a hit vector
defining a tolerance dass for gven term, tyy is st if
term x and y are in tolerance relation.

(18)

4 Experiment on the Web

To evduate the proposa agorithm, we implemen-
ted query expanson based on tolerance rough st to comr
pare Google results. We formed randomly on various
topics a st of 50 queries and then submit the queries to
the Google. The top 100 results are collected as test cor-
pus and the top 30 pages a9 as feedback document for
query expanson. We use rdevancy to evduate the ex-
pangon dfectiveness on return documents. Snce on the
Web, most usersonly review thefirst 10 or 20 results re-
turned by the search engine, and the actua number of
relevant pagesis unknown, we only condder the relevant
pagesin the top 40 resultsin our experiment.

Let us define the eva uation standard of relevancy R.

n

R = _Z(n-i+1)XWi (19

where i denotes the ith pagein the result page’list, nre-
presents the top npages chosen from pagelist, and wi is
the weight of page i, manudly chosenoneof 1.0 , 0.5,
0.1 or 0, based on the reevancy of query topic. Page
relevancy isindependently judged by five persons who are
generaly profesors or Ph. D. candidates. The experi-
ment results are resumed in Table 2.

From Table 2, we see that top resultsobtaned from
query expanson based on tolerance rough set are more
likely relevant than common query. Some query expan

Table 2 Compearison o the rdevancy valuesfar query
without expansion and expansion

R (40 top pages)

Query

Gogle TRS query expanson
Data mining 428.5 512.8
Rough st 337.1 568.5
Clustering search results  318.2 375.7
Web rank 326.5 394.2
Fuzzy ==t 457.3 488.4
Fuzzy and rough set 311.6 366.3
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don gan dgnificant improvement such as* Rough set”
because that its expangon of Rough Set Computing, der
ta, Ganular” make it look like a gpecid conception.

5 Conclusion

In this paper, we condder term co-occurrence in
documentsin order to form groups of correated terms.
We express the context of the query inits upper approxi-
mation set and use it to expand the query in a context-
s$endtive manner. This statistical goproachis ussful when
no knowledge about the termsis avalable. In the ago-
rithm, the uncertain connection between query terms and
retrial documents was describe as term tolerance dass.
The upper approximation set of query sentence was
viewed as query expangon. The new additiond terms
were d 0 given weight numbers. The results of experi-
ment on collection of Google 5 000 Web pages showed
that the gpproach was dfective on query expanson and
high search predison was gai ned.
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