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0 　Int roduction

S
earching the web is not always so successful as users expect.
Most of the retrieved sets of documents in a web search

meet the search criteria but do not satisfy the user’s needs. One
crucial reason is that users generally lack of specificity in the for2
mulation of the queries. Some causes of this are that most of the
times , the user does not know the vocabulary of the topic , or que2
ry terms do not come to user’s mind at the query moment.

One possible solution to this problem is the process known as
query expansion or query reformulation. After the query process is
performed , new terms are added to and/ or removed from the query
in order to improve the results , i. e. , to discard uninteresting re2
trieved documents or to retrieve interesting documents that were
not retrieved by the query. A good review of the topic in the infor2
mation retrieval can be found[1 ,2] .

The purpose of this work is to provide a system with a que2
ry expansion based on rough set technologies. The rough set
model was proposed by Pawlak in the early 1980s. It is an exten2
sion of standard set theory that supports approximations in deci2
sion making. The main goal of rough set analysis is to synthesize
approximation of concepts from the acquired data[3 ] . It has been
successfully applied in various tasks , such as feature selection/
extraction , rule synthesis and classification[4 ] . The query expan2
sion takes into account the degree of importance of terms in the
representation of documents. And the method is good to compre2
hend and easy for applications.

1 　Tra ditional Exp ansion Query in VSM

In this section the vector space model is xplained , which is
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the basis of our work. Essential parts of this model are
the representation of documents and queries , a scheme
for weighting terms , and an appropriate metric for calcu2
lating the similarity between a query and a docu2
ment [1 ,2 ] .
1. 1 　Rep res e ntation of Doc ume nts and Queries

The task of document retrieval is to retrieve docu2
ments that are relevant to a given query from a fixed set
of documents , i. e. a document database. A common way
to deal with documents , as well as queries , is to repre2
sent them using a set of index terms ( simply called
terms) . In the following , ti (1 ≤i ≤m) and dj (1 ≤j ≤n)

represent a term and a document in the collection respec2
tively , where m is the number of terms and n is the num2
ber of documents.

dj = ( w1 j , w2 j , ⋯, w ij , ⋯, wmj ) (1)

where w ij is the weight of a term ti in a document dj . A
query is likewise represented as :

qk = ( w1k , w2k , ⋯, w ik , ⋯, wmk ) (2)

where w ik is the weight of a term ti in a query qk ,
(1 ≤k ≤K) , K is the number of query.
1. 2 　Weighting Sche mes

In our work , we used the most distributed weigh2
ting scheme : the standard normalized formula is defined
as follows :

w ij = f ij ×log ( n/ pi) (3)

where f ij is the frequency of the term ti occuring in docu2
ment dj , and pi is number of documents in corpus in
which term ti occurs.
1. 3 　Similarit y Me as ure me nts

The result of the retrieval is represented as a list of
documents ranked according to their similarity to the que2
ry. The selection of a similarity function is a further cen2
tral problem having decisive effects on the performance of
an IR system. A common similarity function in text2
based IR systems is the cosine metric S ( dj , q) .

S ( dj , q) =
dj ·qT

‖dj ‖·‖q‖
(4)

where T indicates the transpose , dj is a document and q
is a query vector , ‖3 ‖is the Euclidean norm of a vec2
tor.
1. 4 　Ref ormulation of the Que ry

Query expansion tries to reformulate the initial user
query in a way that the query moves nearer to the rele2
vant documents. This includes methods that modify
weights of the query terms and add new terms. These
new terms may be found from generally available online

thesauri or from feedback document.
Someone suggested a method for relevance feedback

that uses average vectors (centroids) for each set of rele2
vant and irrelevant documents[2 ] . The new query is
formed as a weighted sum of the initial query and the
centroid vectors. Formally the relevance feedback is de2
fined as follows : Let q be the initial query and n1 be the
amount of relevant and n2 be the amount of irrelevant
documents. Then the new query q is formed by[5 ] :

q′= q +
1
n1 ∑relevant

Di

| Di |
-

1
n2 ∑

non2relevant

Di

| Di |
(5)

　　The relevance feedback of the previous section sup2
plies good results but it has a crucial disadvantage. It
needs user feedback. However this is very hard to get in
real IR2Systems because only few users are willing to do
the job of assessing documents. One idea to simulate this
explicit user feedback is to rely on the performance of the
IR system and to postulate : The best n1 of the ranked
document list are relevant . These are used as positive
feedback for the relevance feedback method. It may be
possible to postulate : The last n2 documents are irrelevant
and use them as a negative feedback. Experimental re2
sults have shown that positive feedback , i. e. marking
only relevant documents , is generally better than using
positive and negative feedback. For simply and practical2
ly , we only consider the n top return pages for positive
feedback

2 　Rough Set a nd Tolera nce Rough S et

The classical rough set theory is based on equiva2
lence relation that divides the universe of objects into dis2
joint classes[628 ] .

Consider a non2empty set of object U called the uni2
verse. The central point of rough set theory is the notion
of set approximation : any set in U can be approximated
by its lower and upper approximation. Originally , in or2
der to define lower and upper approximation we need to
introduce an indiscernibility relation : R ΑU ×U (where R
can be any equivalence relation , which is reflexive , sym2
metric , transitive. ) . For two objects x , y ∈U , if x Ry
then we say that x and y are indiscernible from each oth2
er. The indiscernibility relation R induces a complete par2
tition of universe U into equivalent classes [ x ]R , x ∈U .
We define lower and upper approximation of set X , with
regards to an approximation space denoted by A = ( U ,
R) , respectively as :
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L R ( X) = { x ∈U | μ( x , X) = 1} (6)

U R ( X) = { x ∈U | μ( x , X) > 0} (7)

whereμX ( x , X) =
| [ x]R ∩X|

| [ x ]R |
.

Intuitively , X lower approximation contains objects
that certainly belong to our concept while upper
approximation contains objects that may belong to our
concept .

Practically , for some applications , the requirement
for equivalent relation has showed to be too strict . And it
must be extended. For example , let us consider a collec2
tion of scientific documents and keywords describing
those documents. It is clear that each document can have
several keywords and a keyword can be associated with
many documents. Thus , in the universe of documents ,
keywords can form overlapping classes. By relaxing the
relation R to a tolerance relation , where transitivity prop2
erty is not required , a generalized tolerance space is intro2
duced below[9 ,10 ] .

Let I :U →P (U) to denote a tolerance relation , if
and only if x ∈I ( x) for x ∈U and y ∈I ( x) Ζ x ∈I ( y)

for any x , y ∈U , where P(U) are set of all subsets of U .
Thus the relation x I y Ζ y ∈I ( x) is a tolerance relation
(i. e. reflexive , symmetric) and I ( x) is a tolerance class
of x. To define the tolerance rough membership function
μI , v as : x ∈U , X ΑU ,

μI , v ( x , X) = v( I( x) , X) =
| I( x) ∩ X |

| I( x) |
(8)

　　The tolerance rough set for any X ΑU are then de2
fined as

L R ( X) = { x ∈U | v( I( x) , X) = 1} (9)

U R ( X) = { x ∈U | v( I( x) , X) > 0} (10)

3 　Query Exp a nsion Bas e d TRSM

Tolerance Rough Set Model ( TRSM) was developed
as basis to model documents and terms in information re2
trieval , text mining , etc. With its ability to deal with
vagueness and fuzziness , tolerance rough set seems to be
a promising tool to model relations between terms and
documents. In many information retrieval problems , es2
pecially in query expansion , defining the relation (i. e.
similarity or distance ) between document2document ,
term2term or term2document is essential. The application
of TRSM in query expansion was proposed as a way to
enrich term representation with the hope of improvement
information retrieval.

3. 1 　Tole rance Sp ace of Te rm
In TRSM , the tolerance space is defined over a uni2

verse of all index terms U = T = { t1 , t2 , ⋯, tm}
The idea of query expansion is to capture conceptu2

ally related index terms into classes. For this purpose ,
the tolerance relation I is determined as the co2occurrence
of index terms in all documents from set D. The choice
of co2occurrence of index terms to define tolerance rela2
tion is motivated by its meaningful interpretation of the
semantic relation in context of IR and its relatively simple
and efficient computation.
3. 2 　Tole rance Clas s of Te rm

Let f D ( ti , tj ) denotes the number of documents in
D in which both terms ti and tj occurs. The uncertainty
function I with regards to thresholdθis defined as Iθ( ti)

= { tj | f D ( ti , tj ) ≥θ} Y{ ti}
Clearly , the above function satisfies conditions of

being reflexive : ti ∈Iθ( tj ) and symmetric : tj ∈Iθ( ti ) Ζ ti

∈Iθ( tj ) for any ti , tj ∈T. Thus , Iθ( ti ) is the tolerance
class of index term ti .

In context of Information Retrieval , a tolerance class
represents a concept that is characterized by terms it con2
tains. By varying the thresholdθ (e. g. relatively to the
size of document collection) , one can control the degree
of relatedness of words in tolerance classes.

The membership functionμfor ti and q, q = { t1 , t2 ,
⋯, tk} , q Α T is then defined as :

μ( ti , q) = v( Iθ( ti) , q) =
| Iθ( ti) ∩q |

| Iθ( ti) |
(11)

　　Finally , the lower and upper approximations of any
subset q Α T can be determined with the obtained toler2
ance relation respectively as :

L R ( q) = { ti ∈ T | v( Iθ( ti) , q) = 1} (12)

U R ( q) = { ti ∈ T | v( Iθ( ti) , q) > 0} (13)

　　For example , the upper tolerance of query“fuzzy
and rough set”is shown if Table 1.

Table 1 　Tolerance classes generated from snippets of query“fuzzy
and rough set”with co2occurrence thresholdθset to 7

Term Tolerance class

Fuzzy Fuzzy , knowledge , applications , rough

Rough Rough , computing , data , granular , fuzzy

Computing Computing , data , rough

Discovery Discovery , knowledge

Data Data , computing , granular , rough

Knowledge Knowledge , discovery , applications , fuzzy

Applications Applications , knowledge , fuzzy

Granular Granular , data , rough
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3. 3 　Exp ansion the Query on Tole ra nce Clas s of
Te rm

With TRSM , the aim is to enrich representation of
query by taking into consideration not only terms actually
occurring query but also other related terms with similar
meanings. A“richer”representation of query can be ac2
quired by representing query as set of tolerance classes of
terms it contains. This is achieved by simply representing
query with its upper approximation. Let q = { t1 , t2 , ⋯,
tk} be a query on D and t1 , t2 , ⋯, tk ∈T are index terms
of D.

U R ( q) = { ti ∈ T | v( Iθ( ti) , q) > 0} (14)

3. 4 　Weighting Sche me f or Query Exp a ns ion
To assign weight values for query’s vector , general2

ly the same 1 is used for query term. But the term in the
query is not of the same importance. Clearly , the terms
in the lower approximation of query are more important
than the other. Therefore , the terms in the lower ap2
proximation of query may be assigned 1 while the terms
in query’s upper approximation but not in the lower ap2
proximation may be assigned the tolerance membership .
The extended weighting scheme is defined as below and
should be normalized.

w i =

1 , 　if ti ∈L R ( q)

v( Iθ( t1 ) , q) ,if ti ∈U R ( q) - L R ( q)

0 , 　other
(15)

3. 5 　Tole ra nce Clas s Ge ne ration Algorit hm
Input 　F—document2term frequency matrix ,θ—co2

occurrence threshold
Output 　T —term tolerance binary matrix defining

tolerance classes of term
Step 1 　Calculate a binary occurrence matrix C

based on document2term frequency matrix TF as follows :
C= [ cij ]N ×M where

cij =
1 , if f ij > 0
0 , other

(16)

　　Each column in C is a bit vector representing term
occurrence pattern in a document 1 bit is set if term oc2
curs in a document.

Step 2 　Construct term co2occurrence matrix B =
[ bx , y ]M ×M as follows :

bx , y = P( C[ x ] AND C[ y]) (17)

where C[ x ] , C[ y ] are pairs of term x , y bit vectors in
the C matrix , AND is a binary AND between bit vectors
and P return cardinality number of bits set —of a bit vec2
tor , bx , y is the co2occurrence frequency of term x and y.

Step 3 　Given a co2occurrence thresholdθ, a term

tolerance binary matrix T = [ tx , y ]M ×M can be easily con2
structed by filtering out cells with values smaller than
thresholdθ:

tx , y =
1 , if bx , y >θ
0 , other

(18)

　　Each row in the resulting matrix forms a bit vector
defining a tolerance class for given term , tx , y is set if
term x and y are in tolerance relation.

4 　Exp erime nt on t he We b

To evaluate the proposal algorithm , we implemen2
ted query expansion based on tolerance rough set to com2
pare Google results. We formed randomly on various
topics a set of 50 queries and then submit the queries to
the Google. The top 100 results are collected as test cor2
pus and the top 30 pages also as feedback document for
query expansion. We use relevancy to evaluate the ex2
pansion effectiveness on return documents. Since on the
Web , most users only review the first 10 or 20 results re2
turned by the search engine , and the actual number of
relevant pages is unknown , we only consider the relevant
pages in the top 40 results in our experiment .

Let us define the evaluation standard of relevancy R.

R = ∑
n

i =1

( n - i + 1) ×W i (19)

where i denotes the ith page in the result page2list , n re2
presents the top n pages chosen from page2list , and w i is
the weight of page i , manually chosen one of 1. 0 , 0. 5 ,
0. 1 or 0 , based on the relevancy of query topic. Page
relevancy is independently judged by five persons who are
generally professors or Ph. D. candidates. The experi2
ment results are resumed in Table 2.

From Table 2 , we see that top results obtained from
query expansion based on tolerance rough set are more
likely relevant than common query. Some query expan2

Table 2 　Comparison of the relevancy values for query
without expansion and expansion

Query
R (40 top pages)

Google TRS query expansion

Data mining 428. 5 512. 8

Rough set 337. 1 568. 5

Clustering search results 318. 2 375. 7

Web rank 326. 5 394. 2

Fuzzy set 457. 3 488. 4

Fuzzy and rough set 311. 6 366. 3
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sion gain significant improvement such as“Rough set”
because that its expansion of“Rough Set Computing , da2
ta , Granular”make it look like a special conception.

5 　Conclusion

In this paper , we consider term co2occurrence in
documents in order to form groups of correlated terms.
We express the context of the query in its upper approxi2
mation set and use it to expand the query in a context2
sensitive manner. This statistical approach is useful when
no knowledge about the terms is available. In the algo2
rithm , the uncertain connection between query terms and
retrial documents was describe as term tolerance class.
The upper approximation set of query sentence was
viewed as query expansion. The new additional terms
were also given weight numbers. The results of experi2
ment on collection of Google 5 000 Web pages showed
that the approach was effective on query expansion and
high search precision was gained.
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