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Abstract

Social tagging is an increasingly popular way to describe and classify documents on the web. However, the quality of the tags varies considerably since the tags are authored freely. How to rate the tags becomes an important issue. In this paper, we propose a topic-sensitive tag ranking (TSTR) approach to rate the tags on the web. We employ a generative probabilistic model to associate each tag with a distribution of topics. Then we construct a tag graph according to the co-tag relationships and perform a topic-level random walk over the graph to suggest a ranking score for each tag at different topics. Experimental results validate the effectiveness of the proposed tag ranking approach.

1. Introduction

Social tags have recently emerged as a popular way to allow users to annotate and categorize web resources by assigning one or more descriptive words (called tags). The assigned tags can benefit many applications. For example, Bao et al. [2] utilize tags to optimize web search and Tang et al. [12] try to learn an ontology from the freely authored tags. However, most existing works ignore an important problem: tagging quality. Preliminary statistics on a Bibsonomy data set ¹ show that 62.7% of the tags are used by only 1-3 user(s) and only 7.4% of the tags are used by more than 10 users. The quality of the tags varies largely depending on the authors’ expertise. Therefore, there is a clear need to measure the quality of social tags, which is referred to as social tag ranking in this paper.

The tag ranking problem is non-trivial. For some topics, a tag may be very important while on some others, it may be not. For example, the tag “tiger” can refer to a creature, but it can also refer to the famous golfer Tiger Woods. The importance of the tag with respect to two different meanings (topics) would be quite different. When a user searches for a document on Delicious.com and his intention is to find some information about Tiger Woods, the tag “tiger” would be very useful to help identify the information. However, if the search intention is about a creature, the tag “tiger” will be not so useful. How to differentiate the importance of a tag on different topics is thus a challenging problem.

Previously, quite a few works have been conducted to measure the importance of web page. PageRank [11] is one of the state-of-the-art algorithms for this purpose. Haveliwala et al. [5] and Nie et al. [10] further extend the algorithm by calculating a vector of scores to distinguish the importance on different topics. However, as suggested by Hotho et al. [7], PageRank cannot be applied directly on folksonomy because of its two characters: short snippets and undirected triadic hyperedges. Liu et al. [9] propose a ranking scheme to rank tags of a given image on Flickr according to their relevance to the image content. However, the method does not consider the topic information.

In this paper, we propose a topic-sensitive tag ranking (TSTR) approach. In particular, we first employ a generative probabilistic model to associate each tag with a distribution of topics. Then we construct a tag graph according to the co-tag relationships and perform a topic-level random walk over the tag graph to assign importance scores to each tag at different topics. Experiments show that the tag ranking method clearly outperforms the baseline methods.

2. Tag ranking based on topics

2.1. Preliminary

Basically, the input of tag authority is a collection of tagged resources $D=\{(r_1, t_1), \ldots, (r_n, t_n)\}$, where $r_i$ ∈
**Figure 1. Illustration of topics within tags.**

\( R \) is a resource (e.g., document or web page) and \( t_i \) is a set of tags assigned to resource \( r_i \). We denote \( T \) as the vocabulary of tags, thus we have \( t_{ij} \in T \). Further we assume that each tag has \( k \) multiple submeanings (topics). Formally, we denote them as a vector \( z=(z_1,z_2,\ldots,z_k) \). Given this, the goal of this work is to rank tags on different topics.

The basic idea of our approach is to incorporate topic distribution into the representation of each tag as well as the importance score, as shown in Figure 1. Therefore, there are two vectors associated with each tag: the topic vector and the authority vector. The topic vector \( \theta_i \) is calculated by a widely used topic model, named Latent Dirichlet Allocation (LDA) [3]. Its element \( \theta_{t_iz_k} \) represents the relative contribution from topic \( z_k \) with tag \( t_i \). The authority vector \( \varphi_t \) measures the importance of the tag, whose element \( \varphi_{t_iz_k} \) denotes tag \( t_i \)’s importance score on topic \( z_k \). This vector is obtained from a topic-level ranking algorithm, which is dynamic during authority propagation. Then the challenge becomes how to determine the topics of the tags and how to calculate the importance of the tags on each topic.

### 2.2. Topic extraction

LDA is an unsupervised learning method widely used to model topics. LDA is a generative probabilistic model in which a document is generated by picking a distribution over topics, and given this distribution, picking the topic of each specific word. Then words are generated given their topics. In the context of tagging systems, the topics reflect a collaborative shared view of the resource, and the tags of the topics reflect a common vocabulary to describe the resource. Hence, we use \( T \), not document collection, as our input to run LDA model.

In our simulations, LDA models topics probability distribution over tags and resources being composed of multiple topics. Its parameters (the topic-tag and resource-tag distributions) can be estimated using an approximation technique known as Gibbs sampling [4]. Gibbs sampling iterates multiple times over each tag \( t_i \), and samples a new topic \( j \) for the tag based on the conditional probability \( P(z_k = j | t_i, z_{-k}) \), where \( z_{-k} \) represents all topic-word and resource-topic assignments except the current assignment \( z_k \) for tag \( t_i \). After the LDA model parameters converge, we can get the topic vector \( \theta_t \). In Table 1, we list three example topics which are extracted out of 100 topics by Gibbs sampling algorithm after 1000 iterations. The extracted topics are java development, social tagging and web design.

### 2.3. Tag graph construction

In folksonomy, the structure is triadic context and differs from the web link structure. In order to gain superior tag ranking performance over FolkRank [7], we convert folksonomy into an undirected isomorphic graph and apply a random walk algorithm to the graph. In our approach, we define the tag graph as \( G=(V,E,W,\Gamma) \), where

- \( V = \{t_1,\ldots,t_j\} \) is a set of nodes, which only consist of tags rather than users and resources.
- \( E = \{(t_i,t_j)|t_i \in V, t_j \in V\} \) is a set of edges. For simplicity, we use an weighted edge between nodes associated with the same resource while their co-occurrence number is greater than a threshold.
- \( W \) is the weight sets of \( E \). Its element \( w_{ij} \) is defined as: \( w_{ij} = \frac{N(t_i,t_j)}{\sum_{k=1}^{j} \sum_{t_i} N(t_i,t_j)} \), where \( N(t_i,t_j) \) is the co-occurrence number of \( t_i \) and \( t_j \).
- \( \Gamma \) is a \( |T| \) dimensional set. Its element is a \( |Z| \) * \( |Z| \) transition matrix \( M \), whose element \( m_{ij} \) is the probability of tag \( t_i \) jumping to \( t_j \) following a specific topic. We define transition probability between tags as: \( m_{ij} = p(t_j, z_k | t_i, z_i) = \frac{N(t_k \rightarrow t_j)}{w_{ij}} \).

### 2.4. Topic random walk over tag graph

A topic random walk differs from the traditional PageRank algorithm due to its sensitivity on topics. A
topic random surfer may label the tag $t_i$ under the given topic $z_k$ for a newly arriving resource. When choosing the next tag, he may either stay on the current tag with probability $\alpha$ or follow an outgoing link on any associated tag with probability $1 - \alpha$.

However, two scenarios must be considered when following an outgoing link. One scenario is topic stay, “TS”, in which he is likely to stay on the same topic $z_k$ to maintain topic continuity with a probability $\beta$. Another is topic-jump, “TJ”, in which he may jump to any other topic $z_l$ in the target tag with a probability $1 - \beta$. As shown in Figure 1, the tag ‘design’ links to the tag ‘architecture’ with a probability 0.574 under the same topic ‘web’, while it transits to the tag ‘architecture’ with a probability 0.091 under a different topic. The probability of “TS”, the solid line from the tag ‘design’ to tag ‘architecture’ with different topics, is $(1 - \alpha)(1 - \beta)\theta_{design,architecture\rightarrow\text{web}}$.

In summary, at each step of random walk, the surfer may take either one out of the following two atomic actions: staying on the same topic tag (action TS), or jumping to any random topic tag (action TJ). Thus, the surfer’s behavior can be modeled by probabilities:

$$
\begin{align*}
\text{TS action: } P(TS|t_i, z_i) &= (1-\alpha)\beta w_{ij} \\
\text{TJ action: } P(TJ|t_i, z_i) &= (1-\alpha)(1-\beta)w_{ij}
\end{align*}
$$

However, how to select a topic, to stay on current topic or to jump to another topic? Essentially, the decision to whether to keep a topic is usually dependent on the topic of the current tag, i.e. $\theta_{t_i, z_k}$, and the topic transition probability. If this tag is irrelevant to the topic of interest, the surfer is more likely to shift interest to another topic when entering a new tag. Hence, the probability to arrive at topic $z_l$ in target tag $t_j$ by the above actions can be described as:

$$
\begin{align*}
P(t_j, z_l|t_i, z_i, TS) &= \theta_{t_i, z_k} m_{lk} \\
P(t_j, z_l|t_i, z_i, TJ) &= \theta_{t_i, z_k} m_{lk}
\end{align*}
$$

![Figure 2. Tag ranking examples.](image)

3. Experiments

3.1. Experimental settings

All the experiments in this work are conducted on a dataset crawled from Delicious.com. We reduce some triples whose URLs do not match with URL entity on ODP (Open Directory Project, http://www.dmoz.org/) [1]. We preprocess the dataset by a) removing stopwords; b) lower-casing the obtained words, tags, user names; and c) removing tags that appear less than 3 times. Statistically, there are $|T| = 47687$ tags, $|U| = 18273$ users, $|R| = 21011$ resources.

We select some popular tags including java, design, architecture, web, css as query keywords to perform tag-based search. To compare, we use PageRank, FolkRank, topic-sensitive PageRank(TSPR) [5], topic link analysis for web search (TLA) [10] and our topic-based random walk algorithm, TSTR to rank the query results, respectively. For consistency, we run them over the same tag graph like Figure 1. The weight $N(t_j, t_j)$ is set to at least greater than 10. In addition, we fix the number of topics as 100 and run the Gibbs sampling for 1000 iterations each on a 2GHz PC workstation.

3.2. Experimental results and evaluation

To evaluate the proposed approach, we collect top 100 resources for each popular tag to compare rankings with the baselines. In total, 2500 rankings are obtained. Figure 2 illustrates several exemplary results. We can see the tag ranking lists are better than the original ones in terms of tag relevance. For instance, both Resource 2 and 3 are tagged with the tag architecture. The tag architecture ranks at the top position, because it is the most relevant tag in the tag list of Resource 2, but it locates at the second position in the tag list of Resource 3 since it is less important than the tag web.

We use two performance evaluation measures. First, we use the Kendall’s correlation $\tau$ in [5] to measure
the degree to which the relative orderings of the top n tag of two rankings are in agreement. The bigger the ρ value is, the more harmonious the two rankings will have. In Table 2, the τ value of PageRank and FolkRank is relatively larger than the value of PageRank and other approaches, respectively. This indicates PageRank and FolkRank are more harmonious and nearly rank in the same order. Meanwhile, we can see TSPR, TLA and TRWA are pairwise significant positive correlation. The τ value between them is relative larger. This may be attributed to the topicality of TSPR, TLA and TRWA.

The second measure is Normalized Discounted Cumulated Gain (NDCG) [8], which is a measure of cumulated gain-based evaluation of information retrieval techniques. We invite 22 students to label each tag of every ranking as one of four levels of relevance: (0) irrelevant; (1) marginally relevant; (2) fairly relevant; (3) highly relevant. In general, the average level represents high agreement on the ranking quality. We calculate the average NDCG as [9]:

\[ N_n = Z_n \sum_{i=1}^{n} \frac{(r(i)−1)}{\log_2(1+i)} \]  

where \( r(i) \) is the relevance level of the \( i \)th tag and \( Z_n \) is a normalization constant.

Before computing the NDCG, we calculate the Discounted Cumulated Gain (DCG) [8] for each algorithm at different depths as shown in Figure 3(a). The ideal curve becomes nearly a horizon line at 4, which indicates that all relevant tags have been found at 4 practically. The best (TSTR) hangs below the ideal by 1-4 points (9-33%). The others remain further below by 2-8 points (18-60%). This indicates TSTR can find relevant tags faster than others. Finally, we calculate the NDCG, shown in Figure 3(b). We can see that TSPR, TLA and TSTR can bring better order to tags. This can be subscribed to the topicality of them. TSTR performs much better than TSPR and TLA (+18%) because topics extracted by LDA are more conformed to the actual situation than the top level of category of ODP.

4. Conclusion

In this study we investigate the problem about topic-sensitive tag ranking by using topic-level random walk. We propose a three-step approach to rank tags according to their relevance levels. Experimental results show that the proposed approach outperforms the baseline methods, and it is essential to boost the performance of the social-tagging related applications.
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