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Abstract—Sorting is a basic computational task in Computer Science. As a variant of the sorting problem, top-\(k\) selecting have been widely used. To our knowledge, on average, the state-of-the-art top-\(k\) selecting algorithm Partial Quicksort takes \(C(n,k) = 2(n+1)H_k + 2n-6k+6-2(n+3-4)H_{n+1,k}\) comparisons and about \(C(n,k)/6\) exchanges to select the largest \(k\) terms from \(n\) terms, where \(H_n\) denotes the \(n\)-th harmonic number. In this paper, a novel top-\(k\) algorithm called DC-Top-\(k\) is proposed by employing a divide-and-conquer strategy. By a theoretical analysis, the algorithm is proved to be competitive with the state-of-the-art top-\(k\) algorithm on the compare time, with a significant improvement on the exchange time. On average, DC-Top-\(k\) takes at most \((2-1/k)n + \Omega(k\log_2 n)\) comparisons and \(\Omega(k\log_2 n)\) exchanges to select the largest \(k\) terms from \(n\) terms. The effectiveness of the proposed algorithm is verified by a number of experiments which show that DC-Top-\(k\) is 1-3 times faster than Partial Quicksort and, moreover, is notably stabler than the latter. With an increase of \(k\), it is also significantly more efficient than Min-heap based top-\(k\) algorithm (U.S. Patent, 2012). In the end, DC-Top-\(k\) is naturally implemented in a parallel computing environment, and a better scalability than Partial Quicksort is also demonstrated by experiments.
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I. INTRODUCTION

In Computer Science, a common computational task is to sort a large number of objects, and then select the first \(k\) objects which suit our needs most. Let \(A\) be a set of size \(n\), top-\(k\) obtains the largest \(k\) \((k<n)\) elements of \(A\) (the order of top-\(k\) elements is not requisite in this work). There are many important applications based on top-\(k\) selecting, such as recommendation [1], database and information retrieval [2,3], outlier detection and network analysis [4].

To select the top-\(k\) objects from \(n\) objects, theoretically, the necessary compare times \(W_k = n + (k-1)\log n + \Omega(1),\) for any \(k\geq3\), in which term \(\Omega(1)\) is correlated with \(k\) [5]. We can use Tree Selection Sort (i.e., Tournament Sort [6]) to reach this lower bound. However, Tournament Sort ignores the exchange times of elements [6], which is the reason why Tournament Sort is inefficient in real-world applications. And more importantly, it needs \(\Omega(n)\) extra memory to select top-\(k\) elements, which is intolerable in practice. Aiming at the disadvantage of Tournament Sort, a new algorithm, Heap Sort, was proposed. Accordingly, we can find the top-\(k\) elements by constructing a Max-heap first, and then adjusting the heap \(k\) times. This algorithm has a worst-case \(O(n) + \Omega(k \log_2 n)\) runtime. Enlightened by Heap Sort, a new top-\(k\) algorithm was proposed based on Min-heap recently [3,7]. But this algorithm has a \(\Omega(k \log_2 n)\) runtime, which decreases the efficiency dramatically, especially when \(k\) is large. Another main method for solving top-\(k\) problem is based on Quicksort and its variants (e.g., Partial Quicksort [8], Incremental Quicksort [9,10]), the main difference between these algorithms and traditional Quicksort is that the recursion carries on only in the groups which include top-\(k\) elements until all the \(k\) top elements have been found. The complexity is linear, i.e., \(O(n)\). In practice, Quicksort-based top-\(k\) algorithms have good average performance.

To the best of our knowledge, the most efficient algorithm for top-\(k\) problem at present is Partial Quicksort [4,8,9] which combines Quickselect and Quicksort [11]. The main weaknesses of this algorithm are as follows: Firstly, it is hard to implement Partial Quicksort in a parallel computing environment. The reason is as follows: the processes in Quicksort are not independent of each other, most of the related works about parallel Quicksort [12-15] adopt recursive method, in which the processes need to communicate with each other frequently. Note that \(k<n\) in most top-\(k\) selection problems, the communication cost in Partial Quicksort is relatively more serious than Quicksort when adopt recursive method. To our knowledge, there is no other work which formally proposes efficient parallel top-\(k\) selecting algorithm which can avoid recursion. Secondly, although the performance is of satisfactory on average, the execution time is not stable, and it can degenerated to \(O(n^2)\) in the worst case. The fluctuant efficiency lead to more time delay on synchronization in parallel computing environment. This can affect the user experience, especially in real time top-\(k\) retrieval systems (e.g., Search Engine System). Obviously, this is determined by the nature of Quicksort algorithm itself. Although we can use some methods [16-18] rather than randomly select the pivot to mitigate this problem somewhat, the efficiency maybe greatly reduced.
To overcome these weaknesses, we propose a new algorithm called DC-Top-$k$. In summary, our contributions in this paper are as follows:

Firstly, we propose an efficient top-$k$ selecting algorithm, called DC-Top-$k$, based on a divide-and-conquer strategy. The main idea of DC-Top-$k$ is that we divide the top-$k$ problem to $k$ top-1 problems, and then subtly find out the relationship between the $k$ top-1 terms and the final top-$k$ terms. Thus DC-Top-$k$ get high efficiency and moreover, it is suitable for parallelization.

Secondly, we naturally parallelize DC-Top-$k$ algorithm in a parallel computing environment with MPI (Message Passing Interface). Since DC-Top-$k$ seldom needs recursion and communication between each process, it is obvious for parallel DC-Top-$k$ algorithm to get a significant speedup compared with the serial one.

Thirdly, we compare DC-Top-$k$ with other top-$k$ selecting algorithms which include the most efficient top-$k$ selecting algorithm at present, both in theory and by a number of experiments, to verify the effectiveness of DC-Top-$k$ algorithm. Our experiments show that DC-Top-$k$ has more high and stable performance than Partial Quicksort, moreover the scalability is also better.

The rest of paper is organized as follows. Section II presents a review of the related work. Section III proposes the algorithm DC-Top-$k$, carries out a theoretical analyses, and then parallelizes the algorithm. Section IV implements some experiments. Finally, Section V concludes the paper.

II. RELATED WORK

Compared with well-known full sorting algorithm [19-23], researches on top-$k$ selecting algorithm are relatively few. We generalize the related work to three aspects.

A. Quicksort and Quickselect

Since Quicksort [20] and Quickselect (i.e., Find) [24] were proposed, many researchers have made deep study on them because of their outstanding performance. Martinez et al. [16,18] analyze the optimization of sampling strategy in Quicksort and Quickselect. Sedgewick [11] and Martinez et al. [25] study the average compare times, exchange times and move times in Quicksort. Devroye [26] makes analysis of the worst running time in Hoare’s Selection (i.e., Find) from the aspect of probability. Fill et al. [27] study the bit compare times of Quickselect and find that the increase of its mathematical expectation gradually tend to linear increase as the key words increase. Blum et al. [17] also point out that the number of comparisons required to select the $i$-th smallest of $n$ numbers is shown to be at most a linear function of $n$ by analysis of a new selection algorithm. Furthermore, Cunto et al. [28] propose that any algorithm requires an average of at least $n^2k-\mathcal{O}(1)$ comparisons, on average, to find the $k$-th smallest of $n$ numbers. Recently, Fouz et al. [29] make smoothed analysis on Quicksort and Find. While in the worst case, the number of comparisons that Find needs is $\mathcal{O}(n^2)$, it is $\mathcal{O}(n)$ on average. They get the average compare times and its boundary.

B. Partial sort and top-$k$

Based on Quicksort, Martinez [8] proposes Partial Quicksort to solve top-$k$ problem. On this basis, Kuba [30] gives a general solution. After referring to Find, Martinez et al. [31] put forward Quickpartitionsort, with asymptotic running time $c_{\text{phn}}k+c_k n^2 + \mathcal{O}(n)$. Navarro et al. [9,10] point out that top-$k$ can be done in optimal $\mathcal{O}(n\log k)$ time. They present the Incremental Quicksort (IQS), in which calls Quickselect to find the minimums of arrays $r[0..n-1], r[1..n-1], ..., r[k-1..n-1]$, so that the first $k$ elements are obtained in optimal expected time. IQS performs better in practice than existing online algorithms. Afshani et al. [32] and Navarro et al. [2] improve top-$k$ by optimizing the data structure. Recently, Niu et al. [3] proposed a Min-heap based top-$k$ (see also [7], a U.S. patent for invention, 2012). But this algorithm can not reach linear running time when $k$ is not small enough, i.e., the runtime is related to $k$. Huang et al. [33] focus on the top-$k$ selection problem in evolving data. Besides, it is worth noting that the well-known Threshold Algorithm (TA) proposed by Fagin et al. [34] is under the model that the input consists of $m$ sorted lists with $n$ data items, which is different with our top-$k$ problem.

C. Parallel top-$k$ selecting

About parallel top-$k$ selection algorithms, there are also some works [35-37], But [35,36] both considered the sorted models. If we follow the idea in [36], and consider the unsorted models, we should first select a element as a pivot, and partition all the processing elements (PEs) to two parts with this pivot in parallel. Then in each recursion, we must get the number of elements in one side of the pivot, then select another element as a pivot for the next recursion, until the number of the elements in the right side of the pivot is $k$. In fact, this is just a parallel version of Partial Quicksort. To deal with unsorted input, [37] proposes a Communication Efficient Selection algorithm (see Figure 1 in [37]). Its basic idea is similar with [36]. The main difference lies in that instead of using the binary search in sorted lists, [37] uses FR-Select [38], a modification of Quickselect using two pivots. Both of the methods based on the idea of Partial Quicksort, though the selection algorithm they use may be a bit different. They involve repeated communication, and severely limit the scalability, especially in the parallel computing environment with distributed memory.

III. DC-Top-$k$ ALGORITHM

The key of divide-and-conquer is to divide a large scale problem into several independent small scale sub-problems. In fact, divide-and-conquer strategy exists in lots of sorting algorithms (e.g., Mergesort, Heapsort [19], and Quicksort [20], etc.). Based on divide-and-conquer strategy, in this section we design and implement DC-Top-$k$ algorithm.

A. Design of DC-Top-$k$ algorithm

The basic idea: Suppose the input array consist of $n$ elements. Divide $r[0..n-1]$ into $k$ groups and select the local maximum in each group, i.e., divide the top-$k$ problem to $k$ top-1 problems. Then we get $k$ local maximums. From a probabilistic perspective, $k$ local maximums partly overlap with $k$ global maximums. We set the minimum in the local
maxima as the threshold. Then we select all the numbers which are larger than the threshold, and put them in the valid elements set. Finally, we select top-k from the valid elements. See Algorithm 1 for the details of DC-Top-k.

Algorithm 1: DC-Top-k algorithm

Input: \( r[0 .. n-1] \): the \( n \) source elements
\( k \): the total number of top elements we need

Output: top-\( k \) elements in \( r[0 .. n-1] \)

1. Divide \( r[0 .. n-1] \) into \( k \) groups, each of which has \( N=n/k \) elements;
2. for \( i \) from 0 to \( k-1 \) do
3. \( \text{Max}[i] \leftarrow \text{the maximum of group } i \);
4. \( \text{Maxloc}[i] \leftarrow \text{the position of Max}[i] \) in the group \( i \);
5. endfor
6. threshold \( \leftarrow \) the minimum of Max[0 .. k-1];
7. \( G_{min} \leftarrow \) the group id of threshold;
8. \( Q \leftarrow 0 \);
9. for \( i \) from 0 to \( k-1 \) do
10. if \( i = G_{min} \) then continue;
11. endif
12. for \( j \) from 0 to \( N-1 \) do
13. if \( r[j+Q] > \text{threshold} \) and \( j = \text{Maxloc}[i] \) then
14. \( r[Q] \leftarrow r[j+N]; \)
15. \( Q \leftarrow Q+1; \)
16. endif
17. endfor
18. endfor
19. for \( i \) from 0 to \( k-1 \) do
20. \( r[Q+i] \leftarrow \text{Max}[i]; \)
21. endfor
22. top[0 .. k-1] \( \leftarrow \) the largest \( k \) elements of \( r[0 .. k+Q-1] \);
23. return top;

In Algorithm 1, line 1 divide \( r[0 .. n-1] \) into \( k \) groups with the same size according to the sequence of \( n \) elements (Here we suppose that \( n \) is divisible by \( k \). If not, then we can adjust the number of groups slightly so that each group has a balanced size). Lines 2-5 select the maximum in each group and all these \( k \) maximums make up array \( \text{Max}[i] \). Lines 6-7 select the minimum from \( \text{Max}[i] \) as the threshold and set down its group id \( G_{min} \). Lines 8-19 select the elements which are larger than threshold from all the groups except \( G_{min} \), and except the \( k \) local maximums. Denote the number of selected elements as \( Q \), and put the elements into \( r[0 .. Q-1] \) (note that, to save storage space, we put the valid elements into \( r[0 .. Q-1] \) rather than into a new array). Lines 20-22 put the \( k \) local maximums into \( r[Q .. k+Q-1] \). Then elements in \( r[0 .. k+Q-1] \) (totally \( k+Q \)) are valid elements. Line 23 use specified underlying algorithm (this will be discussed later) to select top-\( k \) from these valid elements.

It seems that it is difficult to judge whether this method is efficient or not, since we don’t know \( Q \) is small or large. Fortunately, suppose that the input elements consist of \( n \) distinct real numbers ordered randomly, later we will prove that \( Q \) is small enough compared with \( n \) as \( Q \) is only related with \( k \) which is far smaller than \( n \) (see Theorem 1).

B. Theoretical analyses

First we analyze three classic sorting algorithms (i.e., BubbleSort, HeapSort [19], and Quicksort [20]) and two outstanding top-k algorithms (i.e., Partial Quicksort [4,8,9] and Min-heap based top-k algorithm [3,7]), then we analyze DC-Top-k algorithm, at last we theoretically compare DC-Top-k with Partial Quicksort algorithm.

1) Classic sorting algorithms

**Bubblesort:** When dealing with top-k problem, we can get top-k result after \( k \) round comparisons. Its running time is \( O(n) \) in the best case, \( O(kn) \) in the worst case, and \( O(kn) \) on average; its space complexity is \( O(1) \).

**Heapsort:** When dealing with top-k problem, for building an initial heap needs \( O(n) \) complexity, adjusting the heap needs \( O(\log_2 n) \) complexity, and the total number of adjusting the heap is \( k \), so its running time is \( O(n) + k(\log_2 n) \), both in the best and worst case; its space complexity is \( O(1) \).

**Quicksort:** We sort all the items to get top-k. Its running time is \( O(n\log_2 n) \) in the worst case, \( O(n^2) \) in the worst case, and \( O(n\log_2 n) \) on average. Its space complexity is \( O(\log_2 n) \) in the worst case, \( O(n) \) in the worst case, and \( O(\log_2 n) \) on average.

2) Partial Quicksort algorithm

Quicksort is one of the most efficient sorting algorithms. However, it is full sorting and inappropriate to directly deal with top-k problem. Thus, researchers proposed Partial Quicksort [4,8,9]. The advantage of Partial Quicksort over traditional Quicksort is that the recursion carries on only in the groups which include top-k elements until all the top-k elements are found. According to [9], find the k-th largest element of array \( r[0 .. n-1] \) using \( O(n) \) time Select algorithm at first, and then collect and sort the elements larger than the k-th element. The resulting complexity, \( O(n+k\log k) \), is optimal under the comparison model. In their algorithm they used Find [24] to solve this problem and it performs better in practice than the best existing online algorithm. In fact, it is almost the same with Partial Quicksort [8], and the QuickSortTopK algorithm (see Algorithm 1 in [4]). These algorithms are all based on Quicksort and are denoted by Partial Quicksort in the rest of this paper. According to [4,8,9], the running time of Partial Quicksort is \( O(n+k\log k) \) in the best case, \( O(n^2) \) in the worst case, and \( O(n+k\log k) \) on average. Its space complexity is \( O(\log_2 n) \) in the worst case, \( O(n) \) in the worst case, and \( O(\log_2 n) \) on average.

3) Min-heap based top-k algorithm

Min-heap based top-k algorithm [3,7] is as follows: first, select the first \( k \) elements from the source data to build a min-heap; second, traverse other elements. If any element is bigger than the root node of the min-heap, it replaces the root node. Accordingly, the min-heap is adjusted. This operation goes on until all the elements in the source data have been traversed. Then, all the \( k \) elements in the min-heap are the top-k elements. According to [3,7], Min-heap based top-k algorithm mainly consists of building an initial heap and rebuilding a new heap repeatedly. The running time for building an initial heap is \( O(k) \). Adjusting the heap needs \( O(\log k) \) complexity each time and the total number of adjusting the heap is \( O(n-k) \). Therefore, the total time complexity is \( O(n\log_2 k) \) on average. The best and worst time complexity are \( O(n) \) and \( O(n\log_2 k) \), respectively. Its space complexity is \( O(1) \), since it is only fixed auxiliary space needed to construct and adjust the min-heap.

4) Our DC-Top-k algorithm

In DC-Top-k, \( n \) elements are divided into \( k \) groups. The number of elements in each group is \( N=n/k \). We consider the average total cost which takes into account the cost of both compare operation times \( \text{Cmp} \) and exchange operation times
Exc. If we do not care about the elements order of the top-\(k\) result, then according to the algorithm flow, we can get
\[
C_{\text{cmp}} = (n - k) + (k - 1) + (N - 1) \ast (k - 1) + V_{\text{cmp}} = 2n - n / k - k + V_{\text{cmp}}\tag{1}
\]
\[
E_{\text{exc}} = (k + Q) + V_{\text{exc}}\tag{2}
\]
Where \(V_{\text{cmp}}\) and \(V_{\text{exc}}\) are the compare times and the exchange times required to select top-\(k\) respectively. See Algorithm 1 for the definition of \(Q\). About (2), strictly speaking, the component “\(k+Q\)” is the number of copying (where the \(k\) elements are copied for 2 times) rather than exchanging elements, but here we consider it as the same with exchanging (in fact, copying costs less than exchanging).

In order to get the average efficiency of DC-Top-k algorithm, we need to get the Expected value of \(Q\) at first. Note that the elements are typically assumed to be distinct [5,8,21,30], only minor adjustments are necessary to cope with duplicate elements. For analysis purposes, DC-Top-\(k\) is also based on this assumption, but it still works even if the elements are not distinct.

We assume, as it is usual in the analysis of comparison-based sorting algorithms, that any permutation of the given distinct \(n\) elements \(r[0..n-1]\) appears with equal possibility, i.e., all \(n!\) input orderings are with the probability of \(1/n!\). In this case, we say the given distinct \(n\) elements are “ordered randomly”, and note this characteristic as \(r[0..n-1]-\text{Rand}\).

This assumption is standard in the probabilistic analysis of comparison-based sorting and selection algorithms [8,16,30]. In fact, the assumption can be removed if we introduce randomness in DC-Top-\(k\) algorithm (e.g., in the grouping procedure). When the source of randomness comes from the algorithm itself, DC-Top-\(k\) can works not by assuming any particular distribution on the inputs. Both approaches yield the same results, but we will talk in terms of the random permutation model for the rest of paper.

About the Expected value of \(Q\), we have Theorem 1 which is based on above assumption.

**Theorem 1.** In Algorithm 1, suppose that the input elements \(r[0..n-1]\) are consist of \(n\) distinct real numbers, \(r[0..n-1]-\text{Rand}\). Then the Expected value of \(Q\) (denoted as \(E(Q)\)) satisfies \(E(Q)=H_k\). \(H_k\) is the \(k\)-th harmonic number.

**Proof.** Suppose that \(n\) real numbers \(r[0..n-1]=\{e_1, e_2, \ldots, e_n\}\) are ordered randomly. Denote the \(j\)-th largest element as \(m_j\). Then the probability of the \(i\)-th element \(e_i\) is just \(m_j\).
\[
P(e_i = m_j) = (n - i)! / n! \quad (1<=i<=n, 1<=j<=n)
\]

Denote \(R_s\) as a set of \(s\) elements, \(R_s \subset r[0..n-1]\), and \(r_{\text{max}}\), as the maximum in \(R_s\). For any element \(e_i \in R_s\), (i.e., \(e_i \in r[0..n-1]-R_s\), totally \(n-s\)), we get the probability of \(e_i>r_{\text{max}}\).
\[
P(e_i > r_{\text{max}}) = \sum_{j=1}^{n-s} P(e_i = m_j)P(e_i > r_{\text{max}} | e_i = m_j) = (1/n)^s \sum_{j=1}^{n-s} A_{s-j} A_{s-1-j} \ast (n-1)!
\]
\[
= (n-1-s)! s! / n! \sum_{j=1}^{n-s} C_{s-j} \ast (n-1-s)! s! / n! C_{s-j}^n
\]
\[
= \frac{1}{n(s+1)}\tag{3}
\]
Let \(k\) stand for the number of top elements and the number of groups (\(k<<n\)). \(N=n/k\) stands for the number of elements in each group. Denote \(G_s\) as a set of \(t\) groups totally \(tN\) elements, \(G_t \subset r[0..n-1]\), and \(g_{m_t}\) as the maximum in \(G_t\). For any element \(e_i \in G_t\) (i.e., \(e_i \in r[0..n-1]-G_t\), totally \(n-tN\)), we can get the probability of \(e_i\).
\[
P(e_i > g_{m_t}) = \sum_{j=1}^{n-tN} P(e_i = m_j)P(e_i > g_{m_t} | e_i = m_j) = \frac{1}{(tN+1)}
\]
according to (3). Denote the number of all the elements which are bigger than \(g_{m_t}\) as \(Q_t\), we know that the random variable \(Q_t\) is binomial distributed, i.e., \(Q_t \sim B((k-t)N, 1/(tN+1))\), according to the above analysis. So
\[
E(Q_t) = (k-t)N / (tN+1) = k / t - 1
\]
Denote the number of all the elements which are bigger than threshold as \(Q^t\), we know that \(Q^t = k+Q\). According to the Inclusion-exclusion Principle, we get
\[
E(Q^t) = C_t^1 E(Q) - C_t^2 E(Q) + C_t^3 E(Q) - \ldots - (-1)^t C_t^t E(Q)
\]
\[
= \sum_{i=1}^{n-tN} (-1)^{i+1} C_t^i E(Q) = \sum_{i=1}^{n-tN} (-1)^{i+1} C_t^i (k / t - 1)
\]
\[
= \sum_{i=1}^{n-tN} (-1)^{i+1} C_t^i / t - i \sum_{i=1}^{n-tN} (-1)^{i+1} C_t^i
\]
\[
= k(H_{t-1}+1) - 1 - (-1)^t \tag{4}
\]
According to \(Q^t = k+Q\), we get the Expected value of \(Q\)
\[
E(Q) = E(Q^t) - k \approx kH_{k-1} - 1 - (-1)^t = kH_k
\]
where \(H_k\) denotes the \(k\)-th harmonic number
\[
H_k = \sum_{i=1}^{k} 1 / t = \ln k + \gamma + o(1) \tag{6}
\]
and \(\gamma\) the Euler constant.

From Theorem 1, we can see that \(E(Q)\) not about the data size \(n\), but about the result size \(k\), when elements are ordered randomly. Because \(k<<n\), the value of \(E(Q)\) is not very large compared with \(n\). For example, when \(k=10\), then \(E(Q)=28\), according to (5). That is, as for the problem of selecting top-10 from a large number of elements, after comparing with the threshold, the number of valid elements is about merely 28 on average. Moreover, from (5) we know that the ratio of \(E(Q)\) to \(k\) appears a logarithm increase with the linear increase of \(k\).

Based on the above analysis, we know that DC-Top-\(k\) has high efficiency on average, and its efficiency improves with the increase of \(n\) and decrease of \(k\).

Besides, the selection of the underlying sorting algorithm in Algorithm 1 influences the values of \(V_{\text{cmp}}\) in (1) and \(V_{\text{exc}}\) in (2). It has proved that the Expected value of \(Q\) is only correlated with \(k\). So the valid \((k+Q)\) elements accounts for a small proportion of the total \(n\) elements. Based on this characteristic, more appropriate and more efficient algorithm should be chosen as the underlying algorithm. Based on the complexity analysis of various sorting algorithms, later we will explore a more practical and appropriate algorithm, and then theoretically compare DC-Top-\(k\) with Partial QuickSort.

5) Algorithm complexity and comparative analysis

Based on the above analyses, Table 1 concludes the average complexities of various algorithms solving top-\(k\) selection problem.

Considering that Partial QuickSort and DC-Top-\(k\) have the same time complexity (i.e., optimal complexity \(O(n)\)), next we
will analyze their required basic operation times, both not including the sorting for the result top-$k$ elements. Note that the underlying sorting algorithm, to some extent, affects the efficiency of DC-Top-$k$. We need decide which one is suitable to be used as the underlying algorithm. In the following analysis, we suppose Partial Quicksort is used for this purpose (See Experiment $B$ in Section IV for details).

<table>
<thead>
<tr>
<th>Table I. The average complexities of various algorithms</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Algorithm</strong></td>
</tr>
<tr>
<td>-----------------</td>
</tr>
<tr>
<td>Bubblesort</td>
</tr>
<tr>
<td>Quicksort</td>
</tr>
<tr>
<td>Heapsort</td>
</tr>
<tr>
<td>Min-heap based top-$k$ [3,7]</td>
</tr>
<tr>
<td>Partial Quicksort [4,8,9]</td>
</tr>
<tr>
<td>DC-Top-$k$</td>
</tr>
</tbody>
</table>

We still assume that the input array $r[0...n-1]$ consist of $n$ distinct elements ordered randomly. We consider the total cost of both comparisons and exchanges on average.

a) Average operation times of Partial Quicksort

According to [8,30,31], the average number of key comparisons in Partial Quicksort is given by

$$C(n,k) = 2n + \log(n! + 2n - 6k + 6 - 2(n + 3 - k)H_{n-1,k-i})$$

(7)

When $k <\ll n$ we can get

$$C(n,k) = 2n - 4k + 4 + 2(k - 4)H_{n,k}$$

(8)

Suppose the pivot elements are selected randomly each time, and we denote the $i$-th round compare times of Partial Quicksort as $c_i$. Then the number of elements pairs which need to be exchanged is $s_i \approx c_i/6$ [8,11], and two subgroups MAX and MIN formed by dividing each have $c_i/2$ elements in average case. This operation continues until the number of elements which need to be compared is reduced to $k$. So the average exchange times of Partial Quicksort is

$$E_i(n,k) = C(n,k)/6 = (n - 2k + 2 + (k - 2)H_{n,k})/3$$

(9)

b) Average operation times of DC-Top-$k$

As for the average basic operation times of DC-Top-$k$, we have Theorem 2.

**Theorem 2.** In Algorithm 1, suppose that the input elements $r[0...n-1]$ are consist of $n$ distinct real numbers, $r[0...n-1]$-Rand. We use Partial Quicksort as the underlying algorithm. Then the average compare times and exchange times are $Cmp = (2-1/k)n + O(k \log k)$, and $Exc = O(k \log k)$.

**Proof.** According to (1)(2) and (8)(9), and based on the conclusion $E(Q) = kH_{n,k}$ in Theorem 1, in average case, we get $V_{Cmp} = C(n, k, k)$

$$(4k - 4)H_{n,k} - 2k + 4 + (2k - 4)\log(n + 1) = O(k \log n)$$

$V_{Exc} = C(n, k, k)/6 = O(k \log n)$

So we get the average basic operation times

$$Cmp = 2n - n/k - k + V_{Cmp} = (2-1/k)n + O(k \log k)$$

(10)

$$Exc = k + E(Q) + V_{Exc} = O(k \log k)$$

(11)

Now we consider the average total cost of Partial Quicksort and DC-Top-$k$. According to [18], we define the total cost as a weighted sum of exchanges and comparisons. Let $\xi_i$ denote the unit cost of a comparison, $\zeta_i$ denote the unit cost of an exchange. From a practical standpoint, if we take $\xi_i = 4$ and $\zeta_i = 11$ as representative values for the cost of comparisons and exchanges (as suggested in Knuth, 1998), then based on (8)(9) and (10)(11), respectively, we get the average total cost of Partial Quicksort and DC-Top-$k$

$$Cost_i = C(n, k) * 4 + E(n, k) * 11 = 11.67(n - 2k + 2 + (k - 2)H_{n,k})$$

(12)

$$Cost_i = Cmp * 4 + Exc * 11 = (8 - 4/k)n + O(k \log k)$$

(13)

By comparing (12) with (13), we find that when $k <\ll n$, the average total cost of DC-Top-$k$ is less than that of Partial Quicksort. And the theoretical speedup ratio is about $11.67/8 \approx 1.46$. One important factor is that DC-Top-$k$ seldom requires the operation of exchanging while Partial Quicksort requires in most cases. Hence, though the difference between their compare times is little, DC-Top-$k$ has better performance than Partial Quicksort in practice.

c) Analysis of the worst cases

For Partial Quicksort, we know that its worst complexity is $O(n^2)$ [8,9,29]. For DC-Top-$k$, according to (1)(2), the total compare times $Cmp$ and the total exchange times $Exc$ are $Cmp = 2n - n/k - k + V_{Cmp}$ and $Exc = k + O(k \log k)$, where $V_{Cmp}$ and $V_{Exc}$ are the compare times and the exchange times required to select top-$k$ from $k + Q$ elements respectively. In the most extreme case, when the $n/k$ elements in the group which contains the threshold are just the smallest $n/k$ elements among the total $n$ elements; at the same time, the underlying algorithm (Partial Quicksort) also has the worst efficiency, i.e., $O(n^2)$, thus DC-Top-$k$ has the worst efficiency. In this case, $Q_{max} = n - n/k + k$, so the basic operation times

$$Time_{worst} = O(Q_{max}^2) = (1 - 1/k)^2 O(n^2)$$

(14)

From (14), $Time_{worst}$ is smaller than $O(n^2)$. It can be seen that comparing DC-Top-$k$ with Partial Quicksort both in the worst cases, we can still get higher efficiency. Moreover, note that DC-Top-$k$ is related to the underlying algorithm, so if the worst case of the underlying algorithm improved, the worst case of DC-Top-$k$ will be improved, accordingly.

C. Parallel implementation

Mass data processing can not do without parallel computing. In this section, we parallelize DC-Top-$k$ with MPI in distributed platform. Recall that we first divide $r[0...n-1]$ into $k$ groups, select the local top-$l$ in each group. Then, set the minimum in the $k$ elements as the threshold, and select the elements which are larger than threshold. Finally, use underlying algorithm to find top-$k$ from them. Clearly, almost all the procedures (except the last step) are suitable for parallel computing. See Algorithm 2 for the parallel DC-Top-$k$ algorithm. For discussion, we suppose $k$ is divisible by $p$ (the number of processes), else we only need minor adjustments.

In Algorithm 2, there are $p$ PEIs with $n/p$ elements (i.e., $k/p$ groups) in each PE. Sending a message of size $l$ elements takes time $a + \beta l$. The parameter $a$ is start-up overhead and $\beta$ the time to communicate one element. Then in Algorithm 2: (a) lines 7-10, each PE finds out the local maximums within the scope of their own groups, and then finds out the minimum $min$ in the local maximums. This requires $(n/k-1)*k/p+(k/p-1)$
= (n/p-1) comparisons and (k/p+1) copying; (b) lines 11-12, 0\# PE reduces all the min elements to the minimum threshold, and broadcasts it to other PEs. (c) lines 13-18, each PE finds out the elements which are bigger than the threshold. This requires n/p comparisons and (klnk)/p copying; (d) lines 19-32, 0\# PE gathers (klnk)/p elements from each PE and then selects the final top-k from these klnk elements serially.

Algorithm 2: Parallel DC-Top-k algorithm

Input: r[0..n-1]: the n source elements
k: the total number of top elements we need
Output: top[0..k-1]: The top-k elements in r[0..n-1]
1. MPI_Init();
2. MPI_Comm_rank(MPI_COMM_WORLD, &myid);
3. MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
4. eachProcess ← k/numprocs;
5. count ← n/numprocs;
6. random_produce(databuf,count,myid);
7. for j ← 0 to eachProcess-1 do
8. max[j] ← the maximum in databuf[n/k]*j..n/k*j+1];
9. endfor
10. min ← the minimum in max[0..eachProcess-1];
11. MPI_Reduce(&min, &threshold, 1, MPI_DOUBLE, MPI_MIN, 0, MPI_COMM_WORLD);
12. MPI_Bcast(&threshold, 1, MPI_DOUBLE, 0, MPI_COMM_WORLD);
13. for j ← 0 to count-1 do
14. if databuf[j] >= threshold then
15. validnum[j] ← databuf[j];
16. v++;
17. endif
18. endfor
19. MPI_Reduce(&v, &allv, 1, MPI_INT, MPI_SUM, 0, MPI_COMM_WORLD);
20. MPI_Gather(&v, 1, MPI_INT, myv, 1, MPI_INT, 0, MPI_COMM_WORLD);
21. if myid==0 then
22. for i ← 0 to numprocs-1 do
23. disp[i] ← 0;
24. for j ← 0 to i-1 do
25. disp[i] ← disp[i]+myv[j];
26. endfor
27. endif
28. endif
29. MPI_Gather(validnum, v, MPI_DOUBLE, allvalidnum, myv, disp, MPI_DOUBLE, 0, MPI_COMM_WORLD);
30. if myid==0 then
31. top ← PartialQuickSort(allvalidnum,0,allv-1,k);
32. endif
33. MPI_Finalize();
34. return top;

We still consider the copying operations to be the same with exchanging operations. Then on average, the total number of comparisons and exchanges respectively
\[
\text{Cmp}_2 = 2n/p + O((k\ln k)/p) \tag{15}
\]
\[
\text{Exc}_2 \approx (k + E(Q))/p + V_{enx} = O(k \ln k) \tag{16}
\]

About the communication operations in MPI, such as Reduce, Broadcast, and Gather [37], the total complexity is \(O((k\ln k)^p + a\log p)\).

According to (15)(16), if \(n>>k\) and \(n\) is large enough that the cost of communication can be ignored, then the speedup ratio of the parallel DC-Top-k against the serial one tends to be \(p\), the optimal speedup. Moreover, it is worth noting that the underlying algorithm is still serial, so there is still room for improvement.

IV. PERFORMANCE EVALUATION

In this section we test the performance of DC-Top-k algorithm. Experiments A to D test Algorithm 1 (in serial execution) in a single machine, and they are all carried out on the same platform and resources. Experiment E test Algorithm 2 (in parallel execution) in a cluster with 20 nodes. The experimental environment is in Table 2.

All the elements with double precision are generated by the computer randomly, with a range of 1 to \(10^8\). The C standard library’s \(clock()\) function is called to time the Experiments A to D, and MPI library’s \(MPI_Wtime()\) function is called to time the Experiment E.

<table>
<thead>
<tr>
<th>Table II. The Experimental Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiments A to D</td>
</tr>
<tr>
<td>---------------------</td>
</tr>
<tr>
<td>CPU</td>
</tr>
<tr>
<td>Memory</td>
</tr>
<tr>
<td>OS</td>
</tr>
<tr>
<td>Language</td>
</tr>
<tr>
<td>Software</td>
</tr>
<tr>
<td>Data-sets</td>
</tr>
</tbody>
</table>

A. The relationship between \(Q\) and \(k\) in Algorithm 1

Recall that in Algorithm 1, \(n\) elements are divided into \(k\) groups, and the \(k\) local maximums are exactly the top-\(k\) elements in ideal conditions (i.e., \(Q=0\)). But in the extreme case, \(Q\) value may come to \(Q_{max} = n-n/k+1\), which is close to \(n\). So the value of \(Q\) is of crucial importance to the overall performance of DC-Top-k. In Theorem 1 we get that \(E(Q)\) is about \(k\ln k\). In this experiment we test the actual value. To get more precise results, we repeat the experiment 100 times and take the average value as the result. The ratio of \(Q\) to \(k\) in different data size is shown in Fig.1.

By analyzing the experimental data in Fig.1, it can be found that when \(k\) is fixed and the data size \(n\) increases, the ratio of \(Q\) to \(k\) tends to be stable; as \(k\) increases, it increases very slow (it is similar with the logarithmic increase). This result is in accordance with Theorem 1 on Expected value of \(Q\), which we have discussed in Section III, theoretical analyses.

At the same time we notice that, when \(k\) is very large (e.g., \(k=10^9\)) then the ratio of \(Q\) to \(k\) seems not to be a constant. This is because the current data size \(n\) is not large enough compared with \(k\). We deduce that when \(n/k>>100\), the ratio of \(Q\) to \(k\) tends...
to be stable, according to the experimental result. In other words, the advantage of DC-Top-\(k\) can be reflected more clear when \(n/k<100\). Of course, this result may be related to the range of the data size, more precise expression is expecting for further research.

B. The selection of the underlying sorting algorithm

The underlying algorithm, to some extent, affects the efficiency of DC-Top-\(k\). Therefore, we need decide which one is suitable to be used as the underlying algorithm. From Table 1 we can see that, Partial Quicksort [4,8,9] is the best (i.e., linear complexity) in most cases. The classic Heapsort and Min-heap based top-\(k\) [3,7] take the second place (when \(k\ll n\), its complexity is approximately linear). The classic Bubblesort and Quicksort come last. Here we test these algorithms to verify their efficiency. Note that as for Bubblesort, because of its low efficiency, only top-10 to top-1,000 are tested (though we narrowed the testing scale, the performance comparison would not be influenced in essence). As for other algorithms, top-10 to top-\(10^6\) are tested. We repeat the experiment 100 times and take the average value as the result. The result is shown in Fig.2.

From Fig.2 we find that on average, Partial Quicksort is indeed more efficient than other classic sorting algorithms. However, according to our observation, the experimental curve of Partial Quicksort would gradually fluctuate with the increase of data size \(n\). Besides, Partial Quicksort is more random in a single experiment and its result is more fluctuant than other sorting algorithms, i.e., the performance is not stable. Moreover, when the needed top-\(k\) account for a very small proportion in total elements (e.g., below \(10^{-4}\), see Fig.2(a)), it is possible that Min-heap based top-\(k\) has advantage over Partial Quicksort. However, when the percentage of the needed top-\(k\) increases, Partial Quicksort will be much better than others (see Fig.2(c)).

Based on the above analysis, it is a good choice to adopt Partial Quicksort as the underlying algorithm. (1) Partial Quicksort is more efficient than other algorithms on average, which may benefit the efficiency. (2) Before the underlying algorithm is utilized, the valid elements have been greatly reduced, i.e., it only needs applying to a small data size. (3) For small data size, it is difficult for Min-heap based top-\(k\) [3,7] to reach high efficiency, but it is easy for Partial Quicksort. Furthermore, the drawback of randomness in Partial Quicksort will be effectively avoided.

C. The overall performance of DC-Top-\(k\) algorithm

This experiment uses Partial Quicksort as the underlying algorithm, aiming to test the overall performance of DC-Top-\(k\) algorithm. We repeat the experiment 100 times and take the average value as the result. The performance of DC-Top-\(k\) compared with various top-\(k\) algorithms under different data sizes is shown in Fig.3. Note that the results of Bubblesort and Quicksort are omitted because of their low efficiency (see Tab.1 and Fig.2), there are totally 3 algorithms, i.e., classic Heapsort top-\(k\), Min-heap based top-\(k\), and Partial Quicksort, which are used as the baselines.

From Fig.3 we can see that, as the data size \(n\) increases, the execution time curve of DC-Top-\(k\) is very similar to a linear curve. More precisely, the speed of Algorithm 1 is 3 to 4 times as fast as classic Heapsort top-\(k\) algorithm. This further proves that DC-Top-\(k\) is efficient and the efficiency is relatively stable. In other words, using Partial Quicksort as the underlying algorithm of DC-Top-\(k\) has no influence on the stability of efficiency. The main reason is as follows: after \(n\) elements are divided into groups, the value of \(Q\) is only correlated with the value of \(k\) and the number of valid elements is relatively small (see Fig.1), so using Partial Quicksort as the underlying algorithm to deal with top-\(k\) problem can hardly disturb the stability of the efficiency.

The other two baselines are Partial Quicksort (the state-of-the-art algorithm) [4,8,9] and Min-heap based top-\(k\) [3,7]. See Section III for the details of them. From Fig.3, the speedup ratio of DC-Top-\(k\) against Partial Quicksort is about 1 to 3. In most cases (Fig.3(a) and (b)), DC-Top-\(k\) is faster than Partial Quicksort, which is in accordance with the theoretical analysis in Section III (DC-Top-\(k\) has less average exchange times than Partial Quicksort, and this resulted in a theoretical speedup ratio of 1.46 for large \(n\). In few cases (Fig.3(c)), it is not as fast as Partial Quicksort, and this is due to the factor that the value of \(n/k\) is small (e.g., \(n/k<100\)). But as the data size \(n\) increases, this case will not exist.

Moreover, when we repeat the experiment many times, the execution time of Partial Quicksort is greatly different each time. Fig.3 further proves that Partial Quicksort is not stable in efficiency, since its execution time curve is significantly not linear, which is deviate from the theoretical result. Obviously, this is determined by the nature of Quicksort algorithm itself. Although we can use some methods rather than randomly select the pivot to mitigate this problem somewhat, the efficiency maybe greatly reduced. By contrast, DC-Top-\(k\) can keep high and stable efficiency at the same time. Moreover, we can see that compared with the Min-heap based top-\(k\), DC-Top-\(k\) is slightly better when \(k\) is very small (e.g., \(k<10^2\), see Fig.3(a) and (b)). As \(k\) gradually increases, the advantage of DC-Top-\(k\) has been significantly revealed. For example, when \(k\) reaches \(10^6\), the speedup ratio of DC-Top-\(k\) against Min-heap based top-\(k\) is almost 3.

D. The impact of the underlying sorting algorithm

It is worth noting that some researches concentrate on the improvement of the worst-case efficiency of Quicksort or Quickselect [16-18]. If we select the pivot by Median Of Medians algorithm [17] rather than by randomized methods, then the worst-case complexity of Quickselect will be \(O(n)\) (about 5.43\(n\)). Accordingly, the worst-case complexity of Partial Quicksort can also be improved to \(O(n)\), however the average performance is not necessarily better.

Here we do not mainly discuss which one the actual state-of-the-art is, but concentrate on the effect of DC-Top-\(k\) itself. In fact, from Theorem 1 and Experiment 1 we know that, the advantage of DC-Top-\(k\) does not lie in the underlying algorithm, since only a very small proportion of elements need to be deal with by the underlying algorithm. Here we use various top-\(k\) algorithms (Bubblesort, Heapsort, Min-heapsort and Partial Quicksort) as the underlying algorithm, aiming to
Denote $T$ as the time for executing the core parts (lines 1-22) of Algorithm 1 ($T$ is independent of the underlying algorithm), and $t$ the time for the underlying algorithm to get top-$k$ from $(k+Q)$ elements, then the total execution time of DC-Top-$k$ will be $t+T$. The time $T$ and $t+T$ is shown in Fig.4 and Fig.5, respectively. In Fig.5, only top-10 to top-1,000 are tested for Bubblesort and Algorithm 1-B, because of the low efficiency. Moreover, in Fig.5(b) we omit the result of Bubblesort since the time is too long to be shown.

From Fig.4 we can see that, as the data size $n$ increases, the fixed time $T$ is very similar to a linear curve. This is in accordance with the theoretical analysis in Section III.

From Fig.5 we know that, no matter which algorithm (except for Bubblesort whose complexity is not optimal $O(n)$ but $O(kn)$) serve as the underlying algorithm, the overall performance of DC-Top-$k$ shows little difference, as to optimal, $O(n)$. Obviously, the advantage of DC-Top-$k$ mainly lies in the core parts of the algorithm rather than lies in the underlying algorithm. Moreover, when compare the various original algorithms (i.e., Bubblesort, Heapsort and Min-heap based top-$k$) with DC-Top-$k$ which adopts them as the underlying algorithm respectively (i.e., Algorithm 1-B, 1-H and 1-M), the latter significantly outperforms the former (see Fig.5(a) and (b)). Note that in Fig.5(c), Algorithm 1-H is not as good as Heapsort algorithm when $n<5\times10^7$. As the increases of $n$, the superiority of DC-Top-$k$ also gradually appears. This is similar with the theoretical analysis in Section III, which focus on Partial Quicksort as the underlying algorithm.

In a word, no matter whether the underlying algorithm we adopt is the state-of-the-art or not, DC-Top-$k$ can have the similar effect through our divide-and-conquer strategy.

### E. The scalability of DC-Top-$k$ algorithm

In Section III, we proposed parallel DC-Top-$k$ algorithm (Algorithm 2), now we test its performance to confirm the effectiveness. By contrast, we also follow the idea in [36] to parallelize Partial Quicksort, and test the performance of this recursive Parallel Partial Quicksort (see Section II). The cluster has 20 nodes, for each node running one process by default. We repeat the experiment 20 times and take the average value as the result. The performance of parallel DC-Top-$k$ and parallel Partial Quicksort under different data sizes is shown in Fig.6, where “DC” stands for DC-Top-$k$ and “PQ” stands for Partial Quicksort.

Clearly, from Fig.6 we can see that the performance of Algorithm 2 significantly outperforms Partial Quicksort in most cases. For example, if the data size $n=10^9$, $k=10$, and $p=20$ ($p$ is the number of nodes in the cluster), then DC-Top-$k$ (about 230ms) is about 2.2 times as fast as Partial Quicksort.
(about 508ms). Moreover, from Fig.6 we can see that when the data size $n$ is relatively small (e.g., $n=10^6$), because of the communication overhead, the advantage of DC-Top-$k$ cannot be reflected with the increase of the cluster scale. About Partial Quicksort, the situation is similar to this, i.e., when $n$ is small, the efficiency decreases with the increase of cluster scale. Only when the data size $n$ is very small and meanwhile, $k$ is very large, then Partial Quicksort seems to be better than DC-Top-$k$ (e.g., $n=10^7$ while $k=10^6$). But in a practical application, $k<<n$, and it is unnecessary for small data size to compute in the distributed and parallel platform, so we mainly focus on the condition that $n$ is large.

With the increase of data size, the scalability of DC-Top-$k$ becomes obviously visible. For example, when $n=10^9$ and $k=10$, the speed of DC-Top-$k$ with 10 nodes is about 5 times as high as that of a single node. However, in the same case, the speed of Partial Quicksort with 10 nodes is less than 4 times as high as that of a single node. Obviously, DC-Top-$k$ has higher scalability than Partial Quicksort and is more suitable for distributed and parallel processing. The reason is that Partial Quicksort involves recursion and numerous communication between each process, while DC-Top-$k$ does not.

It is worth noting that, because of the limit of single computer memory, we haven’t tested larger scale data sets (e.g., $n=10^{10}$). However, from Fig.6, we believe that with the increase of data size $n$, the speedup ratio will be further improved if the computer memory permits. Moreover, note that though the underlying algorithm in parallel DC-Top-$k$ (Algorithm 2) is serial, we can still get better performance than the parallel version of Partial Quicksort in [36]. If we find a better way to parallelize the underlying algorithm, then DC-Top-$k$ will be improved accordingly.

V. CONCLUSIONS AND FUTURE WORK

Aiming at the top-$k$ problem for large data, we propose DC-Top-$k$, an efficient top-$k$ algorithm based on divide-and-conquer strategy. The effectiveness of our algorithm is verified by both a theoretical analysis and a number of experiments. The experiments show that DC-Top-$k$ has remarkable advantage compared with the Heapsort top-$k$, Min-heap based top-$k$ [3,7] and the state-of-the-art algorithm Partial Quicksort [4,8,9]. DC-Top-$k$ can keep high and stable efficiency at the same time. Moreover, it has good scalability and is more suitable for parallel computing.
To improve the efficiency of DC-Top-\(k\), one future work is to explore more reasonable grouping strategies; another one is to set the recursion threshold properly to deal with different data sizes. We believe our approach will shed a new light on the further research and application of top-\(k\) algorithm.
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